MUR764100107

FEDERAL ELECTION COMMISSION
Washington, DC 20463

February 4, 2022
By electronic mail to:
Christopher.babbitt@wilmerhale.com

Christopher E. Babbitt, Esq.
WilmerHale

1875 Pennsylvania Avenue, N.W.
Washington, D.C. 20006

RE: MUR 7641
Facebook, Inc.
Dear Mr. Babbitt:

On September 9, 2019, the Federal Election Commission notified your client, Facebook,
Inc., of a complaint alleging violations of certain sections of the Federal Election Campaign Act
of 1971, as amended. On January 27, 2022, the Commission found, on the basis of the
information in the complaint, and information provided by you, that there is no reason to believe
Facebook, Inc. violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-
kind corporate contributions or violated 52 U.S.C. § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1)
by failing to report independent expenditures. Accordingly, the Commission closed its file in
this matter.

Documents related to the case will be placed on the public record within 30 days. See
Disclosure of Certain Documents in Enforcement and Other Matters, 81 Fed. Reg. 50,702
(Aug. 2,2016). The Factual and Legal Analysis, which explains the Commission’s findings, is
enclosed for your information.

If you have any questions, please contact Elena Paoli, the attorney assigned to this matter,
at (202) 694-1548.

Sincerely,

Ana J. Pena-Wallace

Acting Assistant General Counsel

Enclosure
Factual and Legal Analysis
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MUR764100108

FEDERAL ELECTION COMMISSION
FACTUAL AND LEGAL ANALYSIS

RESPONDENT: Facebook, Inc. MUR 7641

L. INTRODUCTION

This matter was generated by a complaint filed with the Federal Election Commission
(the “Commission”) by Darin Knepper.! The Complaint alleges that Facebook, Inc., violated the
Federal Election Campaign Act of 1971, as amended (the “Act”), by appending “counterposts”
to certain users’ Facebook posts that were critical of candidates Beto O’Rourke and Ilhan Omar
to correct apparent misinformation contained in those original posts.? The Complaint argues that
the counterposts were prohibited in-kind corporate contributions by Facebook to the candidates
because Facebook “attempt[ed] to assist a political candidate in his or her campaign.”>
Facebook responds that the counterposts were part of an official fact-checking program and
followed standard, neutral procedures.* According to Facebook, the program is non-partisan and
was developed for business reasons to create a better user experience.> Facebook asserts that the
counterposts contained no election-related content and were not made for the purpose of
influencing an election.®

As explained below, based on the available information concerning the counterposts at
issue, Facebook’s conduct does not appear to constitute a contribution under the Act because

Facebook has credibly explained that it has a commercial, rather than electoral, motivation

! See 52 U.S.C. § 30109(a)(1).

2 Compl. at 1 (Sept. 6, 2019).
3 1d.

4 Resp. at 2-5 (Nov. 4, 2019).
5 Id. at4, 11,

6 Id. at 7-12.
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underlying the counterpost program. Moreover, there is no basis to reasonably conclude that
Facebook coordinated with the candidates. In addition, the counterposts do not appear to satisfy
the meaning of independent expenditure because they do not expressly advocate for the election
or defeat of any candidate. Therefore, the Commission finds no reason to believe that Facebook
violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate
contributions. In addition, the Commission finds no reason to believe that Facebook violated
52 U.S.C. § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent
expenditures.
II. FACTS

Complainant alleges that “Facebook has been inserting counterposts following posts that
contain negative information about Democratic political candidates in [his] Facebook account
feeds.”” According to the Complaint, the counterposts dispute the accuracy of information
contained in the posts to “assist” the candidates.® The Complaint does not provide a specific
legal theory under which the counterposts should be found impermissible but generally argues
that the alleged conduct “constitutes unreported, in-kind campaign contributions by the Facebook

corporation.”®

Attached to the Complaint are two example counterposts that consist of an initial
post by a Facebook friend of the Complainant that the Complainant characterizes as critical of a
candidate, followed by official Facebook counterposts (or fact-checks) disputing the accuracy of

the post and a link to an article explaining why the information in the original post is purportedly

false.

Compl. at 1.
8 1d.
0 1d.
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The first example involves Ilhan Omar, a 2020 candidate for Minnesota’s 5th
Congressional District. The original post contains a photo of Omar alongside another photo of a
piece of meat with a slash mark over it.!° The caption reads: “Ilhan Omar Proposes Tax on Pork
Products, ‘So Costly Nobody Will Buy them Anymore.””!! Facebook appended a “Related
Articles” section below the original post with a link to an article by LeadStories.com (with a blue
“FactCheck” banner appearing directly above the link).!? The title of the article is “Fake News:
IThan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will Buy Them
Anymore.””!® The article, hosted on the Lead Stories website, explains that the information in
the original post was not real and originally published by BustaTroll.org, a liberal satire
website. !4

The second example involves Beto O’Rourke, former presidential candidate. The
original post contains a purported photo of O’Rourke, naked, with large, provocative phrases
written on his body.!> Above the photo is written: “REMIND EVERYONE OF THIS PIC
WHEN THIS FOOL SAYS HE IS GONNA RUN FOR PRESIDENT. THIS IS ROBERT
O’ROURKE (beto).”!® As it did with the Omar post, Facebook appended a Related Articles

section directly below the original post.!” It appears there were two articles labeled with the blue

10 Id., Attach. 1 at 1 (undated post by Facebook user Deb Watson).

1 1d.

12 1d.

13 1d.

14 Maarten Schenk, Fake News: Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will

Buy Them,” LEAD STORIES, May 27, 2019 (https://hoax-alert.leadstories.com/3470532-fake-news-ilhan-omar-
proposes-tax-on-pork-products-so-costly-nobody-will-buy-them-anymore html).

15 Compl., Attach. 2 at 1 (August 4, 2019, post by Facebook user David Mills).
16 1d.
17 Id. at 4-7.


https://hoax-alert.leadstories.com/3470532-fake-news-ilhan-omar
https://website.14
https://BustaTroll.org
https://link).12
https://LeadStories.com
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“FactCheck” banner, one from FactCheck.org, the other from Lead Stories.!® The
FactCheck.org article is titled: “Viral Image Does Not Show O’Rourke — FactCheck.org.” The
article, hosted on FactCheck.org, explains that the person in the photo is not O’Rourke.!” 1t
states that the person does not resemble O’Rourke and “reverse image searches” trace the image
to a June 2016 gay pride parade in Greece.?’ The Lead Stories article similarly traces the photo
to a gay pride parade in Greece.?!

In its Response, Facebook asserts that the counterposts at issue “were made in response
to two posts by Facebook users, which third-party organizations independently opted to fact
check as part of Facebook’s broader and well-publicized program to combat misinformation on
its platform.”?* Facebook states that it has “independent business reasons for seeking to
minimize misinformation on its platform” and that misinformation is “bad for our business.”*
Facebook further represents that the counterpost program extends to non-political posts. To the

extent that posts from the “political arena” are selected for third-party fact-checking, those posts

span the political spectrum and Facebook operates the program on a non-partisan basis.?*

18 Id. (showing Lead Stories article in partial screenshot of Related Articles section); see id. at 2-3 (original

poster, David Mills, identifying FactCheck.org article in the comments section of his post in reaction to another user
complaining that Facebook had appended a counterpost); Resp. at 5 (indicating that both FactCheck.org and Lead
Stories published articles in response to the post).

19 Angelo Fichera, Viral Image Does Not Show O’Rourke, FACTCHECK.ORG, Mar. 15, 2019 (https://www.
factcheck.org/2019/03/viral-image-does-not-show-orourke/).

20 Id. According to the FactCheck.org article, O’Rourke wasn’t in Greece at the time, and it links to a video

of O’Rourke speaking at a high school graduation. /d.

2z Alan Duke, Fake News: Young Beto O ’Rourke NOT Photographed With “Feminist Atheist Vegan Naturist
Ecologist Queer Slut” Written On Body, LEAD STORIES, Mar. 17, 2019 (https://hoax-alert.leadstories.com/3470267-
fake-news-70.html).

2 Resp. at 2 (Nov. 11, 2019); see also id. at 4 (noting that the fact-checking program is “not limited to

political subjects” and covers “a broad range of topics,” and citing examples of dispelled misinformation such as a
purported cure for a stroke, a fake war victim, and a fake money-making opportunity from NASA).

2 Id. at 11.

24 Id. at5,11.


https://hoax-alert.leadstories.com/3470267
https://FactCheck.org
https://factcheck.org/2019/03/viral-image-does-not-show-orourke
https://www
https://FACTCHECK.ORG
https://FactCheck.org
https://FactCheck.org
https://basis.24
https://Greece.21
https://Greece.20
https://O�Rourke.19
https://FactCheck.org
https://FactCheck.org
https://FactCheck.org
https://Stories.18
https://FactCheck.org
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Facebook also contends that the counterposts do not violate the Act because they do not satisfy
the definition of “coordinated communications” under the Commission’s three-part test, and
were not made for the purpose of influencing an election.?> The Response attaches official
materials that describe the fact-checking program, summarized below.

The program relies on a predictive computer algorithm to identify posts that may contain
misinformation, based on a range of signals, including user comments questioning accuracy and
whether the post was made by a source that has previously spread false news.?¢ In addition, the
human fact-checkers may identify potential misinformation themselves.?’ If a post is identified
as potentially false, it is placed into a digital queue where it is available for review by the third-
party fact-checkers.?® The fact-checkers review the posts, rate their accuracy, and submit an
explanation to dispel false content (either by drafting an article to explain why a given post
contains misinformation or linking to a pre-existing article).?’ If a post is identified as false,
Facebook appends a Related Articles section with a blue “FactCheck” banner and a link to the

fact-checker’s explanatory article, as illustrated by the above examples.*® In addition, the post is

25 Id. at 2.

26 See Resp. at 3; id., Ex. A at 2 (Hard Questions: How is Facebook’s Fact-Checking Program Working?,
FACEBOOK NEWSROOM (June 14, 2018) (https://about.fb.com/news/2018/06/hard-questions-fact-checking)), Ex B.
at 1 (Fact-Checking on Facebook: What Publishers Should Know, FACEBOOK BUSINESS: MEDIA AND PUBLISHER
HELP (version from Oct. 24, 2019) (https://www.facebook.com/help/publisher/182222309230722)), Ex. F at 2
(Expanding Fact-Checking to Photos and Videos, FACEBOOK NEWSROOM (Sept. 13, 2018) (https://about fb.com
/mews/2018/09/expanding-fact-checking/)).

2 Resp., Ex. H at 2 (The Hunt for False News, FACEBOOK NEWSROOM (Oct. 19, 2018) (https://about.fb.com/
news/2018/10/inside-feed-hunt-false-news-october-2018/)).

28 Resp. at 3; see id., Ex. A at 2, Ex. Bat 1, Ex. H at 2.

2 Resp. at 3; id., Ex. H at 2, Ex. B at 2. Rating options for the accuracy of a post include: false, mixture, true,

false headline, not eligible, satire, opinion, prank generator, and not rated. Resp., Ex. B at 2-3.

30 Resp. at 3; id., Ex. A at2. At the time when the posts at issue were made, Facebook employed these
procedures to label false content. The Response, however, noted Facebook’s plans to implement an alert system
whereby “content across Facebook that has been rated false by a third-party fact-checker will start to be more
prominently labeled,” and that the “news labels will be shown on top of false and partly false photos and videos, and


https://about.fb.com
https://about
https://www.facebook.com/help/publisher/182222309230722
https://about.fb.com/news/2018/06/hard-questions-fact-checking
https://examples.30
https://article).29
https://fact-checkers.28
https://themselves.27
https://election.25
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“demoted” by reducing its distribution and making it appear lower in other users’ news feeds.>!
Facebook provides an option for publishers to contact fact-checkers to dispute the rating or offer
a correction.*

Facebook employs third-party fact-checkers from a variety of organizations that are
independent from Facebook, including the Associated Press, Check Your Fact, FactCheck.org,
Lead Stories, PolitiFact, and Science Feedback.?® The Response describes these entities as
“partners” with Facebook, and it is unclear from the available materials whether Facebook pays
the fact-checkers to review posts that may contain misinformation or to write/host the articles
that dispel misinformation.** In order to partner with Facebook, such organizations must be
certified by the International Fact-Checking Network, a unit of the Poynter Institute, which is a
non-profit journalism school and research organization.’ The certification process evaluates
applicants based on a set of criteria including non-partisanship and fairness, transparency of
sources, transparency of funding and organization, transparency of methodology, and an open

and honest corrections policy.>¢

will link out to the assessment from the fact-checker.” Resp. at 3 n.9; id., Ex. E at 6-7 (Helping to Protect the US
Elections, FACEBOOK NEWSROOM (Oct. 21, 2019) (https://about fb.com/news/2019/10/update-on-election-integrity-
efforts/)). A review of the Facebook platform confirms that Facebook has since adopted this method to identify
false content.

31 Resp., Ex. A at 2, Ex. B at 3.
32 Resp., Ex. A at 3, Ex. B at 4-6.
33 Resp. at 4.

34 1d.

35 See About — Poynter, https://www.poynter.org/about/ (last accessed Feb. 13, 2020).

36 Resp. at 4; id., Ex. A at 2, Ex. B at 1, Ex. D at 2 (Hard Questions: What’s Facebook’s Strategy for
Stopping False News?, FACEBOOK NEWSROOM (May 23, 2018) (https://about fb.com/news/2018/05/hard-questions-
false-news/)). In addition, Facebook requires fact-checkers to agree to the International Fact-Checking Network’s
code of conduct. Resp. at 4; ICFN Code of Principles, https://ifcncodeofprinciples.poynter.org).


https://ifcncodeofprinciples.poynter.org
https://fb.com/news/2018/05/hard-questions
https://about
https://www.poynter.org/about
https://fb.com/news/2019/10/update-on-election-integrity
https://about
https://policy.36
https://organization.35
https://misinformation.34
https://Feedback.33
https://FactCheck.org
https://correction.32
https://feeds.31
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III. LEGAL ANALYSIS

A. There is No Basis to Conclude that Facebook Made In-Kind Contributions

The Act and Commission regulations prohibit any corporation from making contributions
to a candidate’s principal campaign committee.?’ Further, no person shall make contributions to
any candidate, his or her authorized committee, or their agents with respect to any election for
federal office which, in the aggregate, exceed $2,800 during the 2020 election cycle.*

A “[c]ontribution” is defined to include any gift of money or “anything of value” for the
purpose of influencing a federal election.>® The Commission has previously concluded that a
commercial vendor providing services to political committees does not make a contribution for
the purpose of influencing an election when its business activity “reflects commercial
considerations and does not reflect considerations outside the business relationship.”*® A
commercial vendor need not make its services available to committees representing all political
ideologies, but rather may establish objective business criteria to protect commercial viability of

its business without making contributions to the committees that meet those criteria.*!

37 52 U.S.C. § 30118(a).
38 1d. § 30116(a)(1)(A); 11 C.ER. § 110.1(b)(1).
3 52 U.S.C. § 30101(8)(A); 11 C.F.R. §§ 100.52(a), 100.111(a). “Expenditure” is likewise defined to include

“any purchase, payment, distribution, loan, advance, deposit, or gift of money or anything of value, made by any
person for the purpose of influencing any election for Federal office.” 52 U.S.C. § 30101(9).

40 Advisory Op. 2012-31 (AT&T) at 4.

4 Advisory Op. 2017-06 (Stein and Gottlieb) at 6; see also Advisory Op. 2012-28 (CTIA — The Wireless
Association) at 3, 8-9 (no contribution to committee where “wireless service providers may decide, due to
commercial considerations, to accept proposals from some political committees and not others”); Advisory Op.
2012-26 (Cooper for Congress, ef al.) at 10 (no contribution to committee where its participation was subject to
“objective and commercially reasonable” criteria); Advisory Op. 2004-06 (Meetup) at 1 (explaining that a
corporation may provide goods and services to political committees without being considered to have made an in-
kind contribution so long as it does so “on the same terms and conditions available to all similarly situated persons
in the general public”).


https://criteria.41
https://election.39
https://cycle.38
https://committee.37
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The Commission has long considered activity engaged in for bona fide commercial
reasons not to be “for the purpose of influencing an election,” and thus, not a contribution or
expenditure under section 30118(a).** This is true even if a candidate benefitted from the
commercial activity.*’

Under Commission regulations, expenditures that are coordinated with a candidate, but
are neither a coordinated communication nor a party coordinated communication are in-kind
contributions to that candidate.** Coordinated means “means made in cooperation, consultation
or concert with, or at the request or suggestion of, a candidate, a candidate's authorized
committee, or a political party committee.”*’

As explained below, the record before the Commission does not provide a reasonable

basis to conclude Facebook’s alleged actions undertaken in connection with the counterposts

were made for the purpose of influencing a federal election. Neither the Complaint nor other

a2 See, e.g., Factual & Legal Analysis at 4, MUR 6586 (World Wrestling Entertainment, Inc.) (finding that the
WWE acted with the “sole intent to defend its business reputation” and not for the purpose of influencing an election
when the WWE’s senior vice president sent a letter to a newspaper seeking a retraction of a negative article about
Senate candidate Linda McMahon, who owned and served as CEO of the WWE); First Gen. Counsel’s Rpt. at 13,
MUR 5474 (Dog Eat Dog Films, et al.) (determining that distributors and marketers of Fahrenheit 9/11 film did so
“in connection with bona fide commercial activity and not for the purpose of influencing an election”) (Commission
voted to approve no reason to believe recommendations); Advisory Op. 2018-11 (Microsoft Corp.) at 4 (concluding
that commercially reasonable efforts “to protect [Microsoft’s] brand reputation” by providing election-sensitive
customers with free account security services are not an in-kind contribution).

s See Cert. § 5, MUR 3622 (The Clinton/Gore ‘92 Committee) (approving no reason to believe
recommendation) (June 6, 1994); First Gen. Counsel’s Rpt. at 16, MUR 3622 (The Clinton/Gore ‘92 Committee)
(“[T]he fact that any of these candidates . . . may have received an indirect benefit (dissemination of their political
positions) as a result of the sale of these tapes does not convert commercial activity into a corporate contribution.”);
Factual & Legal Analysis at 6, MUR 7024 (Van Hollen for Senate, et al.) (opining that the “question under the Act
is whether the legal services were provided for the purpose of influencing a federal election, not whether they
provided a benefit to Van Hollen’s campaign,” and concluding there was no contribution given the “absence of any
objective or subjective indication” respondents acted for the purpose of influencing the election).

“ 11 C.F.R. § 109.20(b).
4 Id. § 109.20(a).


https://candidate.44
https://activity.43
https://30118(a).42
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available information indicate that Facebook’s application of its counterpost program, as alleged,
was motivated by something other than a commercial interest.

As an initial matter, Facebook’s actions appear consistent with its fact-checking program
and its asserted commercial purposes. Facebook asserts that misinformation “is bad for our
community and bad for our business,” and that it implemented counterpost procedures to
“minimize misinformation,” not “for the purpose of influencing any election for Federal
office.”*® The Complaint argues that the counterposts were attempts to “assist” candidates.
However, Facebook asserts that the program was applied on a non-partisan basis, and there is no
information in the record to dispute that claim.

In addition, there is no indication that Facebook coordinated its activities with the
candidates. The Complaint does not allege that Facebook had any contact with the candidates
regarding the counterposts, and the Commission is unaware of any information suggesting such
contact. Moreover, the counterposts were made in connection with an official fact-checking
program. The descriptions of the program do not mention any involvement by political
candidates.*’

In light of the above, the available information indicates that the actions taken by
Facebook to apply counterposts to certain posts appear to reflect commercial considerations,
rather than an effort to influence a federal election. Moreover, there is no basis to reasonably

conclude that Facebook coordinated its activities with the candidates. The Commission therefore

46 Resp. at 10-11.

4 Relatedly, the materials do explain that Facebook has a policy of not fact-checking the posts of political

candidates. This decision, according to Facebook, arises out of a “fundamental belief in free expression, respect for
the democratic process.” Id., Ex. B at 2.


https://candidates.47
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finds no reason to believe that Facebook violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b)
by making prohibited in-kind corporate contributions.

B. There is No Basis to Conclude that Facebook Failed to Report Independent
Expenditures

An “independent expenditure” is an expenditure “for a communication expressly
advocating the election or defeat of a clearly identified candidate” that is not coordinated with
the candidate or the candidate’s committee.*® The term “expressly advocating” means any
communication that: (1) Uses phrases or words such as “vote for,” “elect,” “defeat,” etc., “which
in context can have no other reasonable meaning than to urge the election or defeat of one or
more clearly identified candidate(s)”; or (2) “When taken as a whole and with limited reference
to external events, such as the proximity to the election, could only be interpreted by a
reasonable person as containing advocacy of the election or defeat of one or more clearly
identified candidate(s).”*’ Every person (other than a political committee) who makes
independent expenditures in an aggregate amount or value in excess of $250 during a calendar
year shall file a statement with the Commission. >

Regarding the Omar counterpost, the linked Lead Stories article contains language
critical of Trump supporters and Republicans but does so in the context of describing the
BustaTroll satirical website, which originally posted the story about Omar as a satire piece. The
Lead Stories article calls BustaTroll a “liberal satire website that tries to educate gullible Trump

supporters and Republicans about the need to actually click and read links before sharing or

48 11 C.F.R. § 100.16(a) (definition of independent expenditure); see also 52 U.S.C. § 30101(17) (same).
¥ 11 C.F.R. § 100.22(a)-(b).
0 52 U.S.C. § 30104(c)(1); see also 11 C.F.R. § 114.10(b) (independent expenditure reporting requirements

for corporations and labor organizations).


https://Commission.50
https://committee.48
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liking them.”>! The focus of the article, however, is to dispel misinformation by explaining that
the original post about Omar was satirical and not true. There is no express advocacy.

As to the O’Rourke counterposts, the linked FactCheck.org article is a straightforward,
factual rebuttal citing sources to correct the claim that O’Rourke is the person in the photo.>?
Likewise, the linked Lead Stories article seeks to dispel misinformation and does not contain any
words expressly advocating for O’Rourke’s candidacy.> Finally, the “Related Articles” sections
that Facebook appended to the original posts to alert users that they contained misinformation
simply link to the FactCheck.org and Lead Stories articles along with displaying a blue “Fact-
check” banner to indicate misinformation.>* Again, there is no express advocacy.

Therefore, the Commission finds no reason to believe that Facebook violated 52 U.S.C.

§ 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures.

31 Schenk, LEAD STORIES, May 27, 2019.

32 Fichera, FACTCHECK.ORG, Mar. 15, 2019.

33 Duke, LEAD STORIES, Mar. 17, 2019.

54 Resp., Ex. A at 1 (Related Articles section appended to Omar post), Ex. B. at 4 (Related Articles section

appended to O’Rourke post).


https://FACTCHECK.ORG
https://misinformation.54
https://FactCheck.org
https://candidacy.53
https://photo.52
https://FactCheck.org
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	FEDERAL ELECTION COMMISSION 
	WASHINGTON, D.C. 20463 
	SEP O 9 2019 
	Facebook, Inc. Corporation Service Company, Registered Agent 251 Little Falls Drive Wilmington, DE 19808 
	RE: MUR 7641 
	Dear Sir/Madam: 
	The Federal Election Commission received a complaint that indicates that Facebook, Inc., may have violated the Federal Election Campaign Act of 1971, as amended (the "Act"). A copy ofthe complaint is enclosed. We have numbered this matter MUR 7641. Please refer to this number in all future correspondence. 
	The Act affords you the opportunity to demonstrate in writing that no action should be taken against Facebook, Inc., in this matter. If you wish to file a response, you may submit any factual or legal materials that you believe are relevant to the Commission's consideration ofthis matter. Where appropriate, statements should be submitted under oath by persons with relevant knowledge. Your response, which should be addressed to the General Counsel's Office, must be submitted within 15 days ofreceipt of this 
	This matter will remain confidential in accordance with 52 U.S.C. § 30109(a)(4)(B) and § 30109(a)(l2)(A) unless you notify the Commission in writing that you wish the matter to be made public. Please be advised that, although the Commission cannot disclose information regarding an investigation to the public, it may share information on a confidential basis with other law enforcement agencies. 
	1 

	Ifyou intend to be represented by counsel in this matter, please advise the Commission by completing the enclosed form stating the name, address and telephone number ofsuch counsel, and authorizing such counsel to receive any notifications and other communications from the Commission. Please note that you have a legal obligation to preserve all documents, records and materials relating to the subject matter ofthe complaint until such time as you are notified that the Commission has closed its file in this m
	The Commission has the statutory authority to refer knowing and willful violations ofthe Act to the Department ofJustice for potential criminal prosecution, 52 U.S.C. § 30 I 09(a)(5)(C), and to report information regarding violations oflaw not within its jurisdiction to appropriate law enforcement authorities. Id.§ 30107(aX9). 
	Any correspondence sent to the Commission, such as a response, must be addressed to one ofthe following ( note, ifsubmitting via email this Office will provide an electronic receipt 
	by email): 
	by email): 
	by email): 

	Mail Federal Election Commission Office ofComplaints Examination and Legal Administration Attn: Christal Dennis, Paralegal l 050 First Street, NE Washington, DC 20463 
	Mail Federal Election Commission Office ofComplaints Examination and Legal Administration Attn: Christal Dennis, Paralegal l 050 First Street, NE Washington, DC 20463 
	OR 
	Email CELA@fec.gov 


	Ifyou have any questions, please contact Christal Dennis at (202) 694-1650 or toll free at 1-800-424-9530. For your information, we have enclosed a briefdescription ofthe Commission's procedures for handling complaints. 
	Figure
	Table
	TR
	Assistant General Counsel Complaints Examination & Legal Administration 

	cc: 
	cc: 
	Jennifer Newstead, General Counsel 1 Hacker Way Menlo Park, CA 94025 


	o1g11auy
	Christ 

	signed by 
	al ~~1:' 
	1

	Denni ~;:~.0926 
	16:50:13 
	-04'00'
	WILMERI-IALE s 
	WILMERI-IALE s 
	Christopher E. Babbitt 
	September 24, 2019 
	+ 1 202 663 6681 (I} 
	+ 1 202 663 6363 (f} 
	christopher.babbitl@wilmertlale.com

	BY 
	EMAIL (CELA@fec.gov) 

	Federal Election Commission Office ofComplaints Examination and Legal Administration Attn: Christal Dennis, Paralegal 1050 First Street, NE Washington, DC 20463 
	Re: MUR 7641 
	Dear Mr. Jordan: 
	I write as counsel to Facebook, Inc. ("Facebook"), regarding the above-referenced MUR. I also enclose a Statement of Designation of Counsel, executed by Cathy Lee, Associate General Counsel, on behalf of Facebook. 
	Facebook received this notice on Monday, September 16, 2019. Facebook respectfully requests that the time for response be extended by thi1iy (30) days based on that receipt date, making its response due on October 31, 2019. Facebook requires this additional time to review the notification and to work with the undersigned counsel to develop the information necessaiy for a response. 
	We appreciate the Commission's consideration of this request. Please do not hesitate to call me at 202-663-6681 or e-mail me if you have any questions. 
	at christopher.babbitt@wilmerhale.com 

	Ve1y tmly yours, 
	Figure
	Christopher E. Babbitt 
	Wilmer Cutler Pickering Hale and Dorr LLP, 1875 Pennsylvania Avenue NW, Washington, DC 20006 
	Beijing Bellin Boston Brussels Denver Frankfurt London Los Angeles New York Palo Alto Washingtc 
	Figure
	FEDERAL ELECTION COMMISSION Washington, DC 20463 
	Statement of Designation of Counsel 
	Pro,idc one form for each Respondent/Witness ~01r: You 1\-hy E-Mail Form to: 
	CELA@fec.gov 

	CASE: 7641 Name of Counsel: Christopher Babbitt, Adam Raviv, Jamie Yood Firm: Wilmer Cutler Pickering Hale and Dorr LLP 
	Address: 1875 Pennsylvania Avenue NW. Washington, DC 20006 

	Christ al Denni 
	Christ al Denni 
	s 
	Digitally signed by Christal Dennis Date: 16:47:08 -04'00' 
	2019.09.26 

	Telephone: ('-2_0_2 _ _,)_6;:..;(:...::,3_-6::..c6:...::8:....:.l____Fax: ('-2_0_2_ ____)_6_6._3-_6_3_63______ 
	The above named individual and/or firm is hereby designated as my counsel and is authorized to receive any notifications and other communications from the Commission and to act on my behalf be ore 
	q 242() 1q Associate General Counsel 
	1 

	Date Signature Title 
	RESPONDE~T: _F_ac_e_b_o_o_k._I_n_c_.__________________ (C L)fluni:1t·c Numt'!Cllmpany Nnmdlndi, iduni Named In N1,1ificatio11 Letter} 
	:vt-\JLING ADDRESS: , -C l L o· · "'1 l p k CA 940"'5 
	L, :> omm0nwea t11 nve, 1v en o ar ,. .:. 
	e Commission. 
	Telephone:(H):__________ _ (W): (909) 331-5724 
	This form relates to a Federal Election Commission matter that is subject to the confidentiality provision.s of 52 L.S.C. § 30109(a)(12)(A). This section prohibits making public any notification or imestigation conducted by the Federal Election Commission without the express written consent of the person receiving the notification or the person with respect to whom the investigation is made. 
	Figure
	FEDERAL ELECTION COMMISSION 
	WASHINGTON, D.C. 20463 
	September 27, 2019 
	Via e-mail 
	Christopher Babbitt Wilmer Cutler Pickering Hale and Dorr LLP 1875 Pennsylvania Ave NW Washington, DC 20006 
	RE: MUR 7641 Facebook, Inc. 
	Dear Mr. Babbitt: 
	This is in response to your request for an extension to respond to the complaint filed in the above mentioned matter we received via email on September 24, 2019.  After considering the circumstances in this matter, the Office of General Counsel has granted the requested extension.  Accordingly, your client’s response is due on or before the close of business on October 31, 2019.  You may contact me if you have any questions at 202
	-
	694-1519 or by e-mail at cela@fec.gov. 

	Sincerely, 
	Figure
	Christal Dennis, Paralegal Complaints Examination and Legal Administration 
	Christal 
	Clg"Ullfilp-,)cl&t)<Chnlt•O...tw1 OW!eZ019,ll.o4lt.Otm-OS-~
	Dennis 

	WILMERI-IALE 
	WILMERI-IALE 
	October 31, 2019 
	October 31, 2019 
	October 31, 2019 
	Christopher E. Babbitt 

	TR
	+ 1 202 663 6681 (I} 

	TR
	+ 1 202 663 6363 (f} 

	VIA ELECTRONIC MAIL 
	VIA ELECTRONIC MAIL 
	christopher.babbitl@wilmertlale.com 

	Mr. Jeffs. Jordan 
	Mr. Jeffs. Jordan 

	Assistant General Counsel 
	Assistant General Counsel 

	Office ofComplaints Examination & Legal Administration 
	Office ofComplaints Examination & Legal Administration 

	Federal Election Commission 
	Federal Election Commission 

	Attn: Christal Dennis, Paralegal 
	Attn: Christal Dennis, Paralegal 

	1050 First Street, NE 
	1050 First Street, NE 

	Washington, DC 20463 
	Washington, DC 20463 

	Re: 
	Re: 
	MUR 7641-Response ofFacebook, Inc. 


	Dear Mr. Jordan: 
	This letter is submitted on behalf of our client, Facebook, Inc. ("Facebook"), in response to the complaint filed in the above-captioned matter under review. 
	The complaint alleges that Facebook's inclusion oflinks to paiiicular third-party responses to user posts "constitutes unreported, in-kind cainpaign conti·ibutions" by Facebook. It asse1is­without any legal or factual suppo1i -that Facebook's inclusion of such "counterposts" on its platfo1m is an "attempt to assist a political candidate in his or her campaign." The single-paragraph complaint does not a1iiculate any specific grounds for ti·eating these links to third-paiiy Internet posts as in-kind contribut
	In the absence ofany specific factual allegations or legal arguments, the only conceivable theo1y of the complaint is that the counte1posts ai·e "coordinated communications" or, more 
	1 

	Wilmer Cuder Pickering Hale and Dorr LLP, 1875 Pennsylvania Avenue NW, Washingron, DC 20006 
	Beijing Berlin Boston Brussels Denver Frankfurt London Los Angeles New York Palo Alto San Francisco Washingtor 
	Figure
	Mr. Jeff S. Jordan October 31, 2019 
	Page 2 
	generally, that Facebook included them on its platform “for the purpose of influencing [an] election for Federal office.”
	2 

	These theories are fundamentally flawed for two independent reasons, either of which is sufficient to dispose of the complaint. First, the third-party posts are not “coordinated communications” under 11 C.F.R. § 109.21(a). In particular, they are neither “electioneering communications” nor “public communications,” and the complaint does not allege any coordination between Facebook and any campaign. Second, the third-party posts were not included on the Facebook platform “for the purpose of influencing any e
	The allegations in this complaint are insufficient, lack substance, and fail to identify any violation of the Act. Accordingly, the Commission should find no reason to believe that Facebook violated the FECA as alleged in the MUR 7641 complaint; in the alternative, the Commission should exercise its discretion to dismiss the complaint with no further action on the ground that it does not warrant further expenditure of Commission resources. 
	FACTUAL BACKGROUND 
	The complaint concerns three Internet posts by third parties on Facebook’s social media platform. The posts at issue were made in response to two posts by Facebook users, which third-party organizations independently opted to fact check as part of Facebook’s broader and well-publicized program to combat misinformation on its platform. As the company has explained, “misinformation is bad for our community and bad for our business” and it has devoted considerable resources to addressing it.Facebook began its 
	3 
	4 

	Mr. Jeff S. Jordan October 31, 2019 
	Figure
	Page 3 
	Facebook since the company began to take affirmative steps to combat it.Another academic study found that “efforts by Facebook following the 2016 election to limit the diffusion of misinformation may have had a meaningful impact.”
	5 
	6 

	Facebook has publicly explained how its third-party fact checking program operates.  The first step is to identify potentially false material posted by users or pages on its platform. That step is largely automated and relies on computer programs that make predictions about whether content may be misinformation based on a range of signals—e.g., whether the comments on the post include phrases that indicate readers do not believe the content is true, whether Facebook users have affirmatively marked the post 
	7 
	8 
	9 

	See Paul Resnick, Aviv Ovadya, Garlin Gilchrist, Iffy Quotient: A Platform Health Metric for Misinformation, UNIV. OF MICHIGAN, SCHOOL OF INFORMATION CENTER FOR SOCIAL MEDIA RESPONSIBILITY (Oct. 10, 2018), (“On Facebook, there has been a clear downward trend since about March of 2017, with the Iffy Quotient in July 2019 much lower than it was even in early 2016”). 
	5 
	https://csmr.umich.edu/wp-content/uploads/2019/07/UMSI-CSMR-Iffy-Quotient-Whitepaper-v2.pdf 
	https://csmr.umich.edu/wp-content/uploads/2019/07/UMSI-CSMR-Iffy-Quotient-Whitepaper-v2.pdf 


	See Hunt Allcott, Matthew Gentzkow, Chuan Yu, Trends in the Diffusion of Misinformation on Social Media, STANFORD INSTITUTE FOR ECONOMIC POLICY RESEARCH (Oct. 2018), . 
	6 
	https://web.stanford.edu/~gentzkow/research/fake-news-trends.pdf
	https://web.stanford.edu/~gentzkow/research/fake-news-trends.pdf


	See Exhibit C, How People Help Fight False News, FACEBOOK NEWSROOM (June 21, 2018), (“Facebook uses a machine learning classifier to compile all of those misinformation signals and — by comparing a given post to past examples of false news — make a prediction: ‘How likely is it that a third-party fact-checker would say this post is false?’ . . . The classifier’s predictions are then used to determine whether a given piece of content should be sent to third-party fact-checkers.”). 
	7 
	/ 
	https://newsroom.fb.com/news/2018/06/inside-feed-how-people-help-fight-false-news


	See Exhibit D, Hard Questions: What’s Facebook’s Strategy for Stopping False News?, FACEBOOK NEWSROOM (May 23, 2018), . Additionally, over the next month, content across Facebook that has been rated false by a third-party fact-checker will start to be more prominently labeled. The new labels will be shown on top of false and partly false photos and videos, and will link out to the assessment from the fact-checker. See Exhibit E, Helping to Protect the 2020 US Elections, FACEBOOK NEWSROOM (Oct. 21, 2019), . 
	9 
	https://newsroom 
	https://newsroom 
	fb.com/news/2018/05/hard-questions-false-news/

	/
	https://newsroom 
	fb.com/news/2019/10/update-on-election-integrity-efforts
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	The third-party organizations conducting the fact-checking are independent from Facebook and certified through the non-partisan International Fact-Checking Network (“IFCN”), which evaluates applicants based on a set of criteria including “nonpartisanship and fairness,” “transparency of sources,” “transparency of funding and organization,” “transparency of methodology,” and an “open and honest corrections Agreeing to the IFCN’s code of conduct is a prerequisite for participating in Facebook’s third-party fac
	policy.
	10 
	thereunder.
	11 

	Facebook’s fact-checking partners in the United States currently include The Associated 
	Press, Check Your Fact, FactCheck.org, Lead Stories, PolitiFact, and Science
	 Feedback.
	12 

	Facebook posts queued for fact-checking review are not limited to political subjects; they encompass misinformation on a broad range For example, the following claims have been fact-checked (and rated as “false”) by third parties as part of this program: 
	of topics.
	13 

	-that it is possible to save a person having a stroke by using a needle to prick their finger and draw blood;
	14 

	-that NASA would pay volunteers up to $100,000 to participate in 60-day “bed rest studies”;and 
	15 

	-that a photographed girl was not a genuine survivor of an attack on Aleppo, Syria, but rather was an actor posing as a victim in multiple
	 incidents.
	16 

	See International Fact-Checking Network fact-checkers’ code of principles, POYNTER, . 
	10 
	https://www.poynter.org/ifcn-fact-checkers-code-of-principles/
	https://www.poynter.org/ifcn-fact-checkers-code-of-principles/


	Id. See Exhibit B, supra note 4. See Exhibit F, Expanding Fact-Checking to Photos and Videos, FACEBOOK NEWSROOM (Sept. 13, 2018), 
	11 
	12 
	13 

	. 
	/
	https://newsroom.fb.com/news/2018/09/expanding-fact-checking


	See Exhibit G, Increasing Our Efforts to Fight False News, FACEBOOK NEWSROOM (June 21, 2018), . See Exhibit H, The Hunt for False News, FACEBOOK NEWSROOM (Oct. 19, 2018), 
	14 
	/
	https://newsroom.fb.com/news/2018/06/increasing-our-efforts-to-fight-false-news
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	. See Exhibit F, supra note 13. 
	/
	https://newsroom.fb.com/news/2018/10/inside-feed-hunt-false-news-october-2018
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	And to the extent posts from the political arena are selected for third-party fact-checking, they span the political
	 spectrum.
	17 

	The complaint cites two examples of user posts subjected to fact-checking as part of this program. In response to a photo posted on Facebook identifying its subject as Rep. Beto O’Rourke, two independent organizations, and Lead Stories, each published articles explaining that the photo was not, in fact, And in response to a link posted by a Facebook user to an article claiming that Rep. Ilhan Omar was proposing a tax on pork products, Lead Stories published an article explaining that the earlier piece As sh
	FactCheck.org 
	of Mr. O’Rourke.
	18 
	was satirical.
	19 

	LEGAL STANDARD 
	The Act requires that the Commission find “reason to believe that a person has committed, or is about to commit,” a FECA violation as a precondition to opening an investigation into the alleged violation. 52 U.S.C. § 30109(a)(2). As the Commission has explained: “The Commission may find ‘reason to believe’ only if a complaint sets forth sufficient specific facts, which, if proven true, would constitute a violation of the FECA.”The Commission has repeatedly found no 
	20 

	See, e.g., Angelo Fichera, Trumps Didn’t Take Seats for Disabled at U.N., (Sept. 25, 2019), ; Daniel Funke, Donald Trump did not credit Florida Gov. Ron DeSantis for Hurricane Dorian’s path, POLITIFACT (Sept. 6, 2019), 
	17 
	FACTCHECK.ORG 
	/
	https://www.factcheck.org/2019/09/trumps-didnt-take-seats-for-disabled-at-u-n


	; Angelo Fichera, Viral Quote Falsely Attributed to McCarthy, (Aug. 22, 2019), . 
	credit-florida-gov-ron-desant/
	https://www.politifact.com/facebook-fact-checks/statements/2019/sep/06/facebook-posts/donald-trump-did-not
	-

	FACTCHECK.ORG 
	/
	https://www 
	factcheck.org/2019/08/viral-quote-falsely-attributed-to-mccarthy


	See Angelo Fichera, Viral Image Does Not Show O’Rourke, (Mar. 15, 2019), ; Alan Duke, Fake News: Young Beto O’Rourke NOT Photographed With “Feminist Atheist Vegan Naturist Ecologist Queer Slut” Written On Body, LEAD STORIES (Mar. 17, 2019), . 
	18 
	FACTCHECK.ORG 
	/
	https://www.factcheck.org/2019/03/viral-image-does-not-show-orourke

	https://hoax-alert.leadstories.com/3470267-fake-news-70.html
	https://hoax-alert.leadstories.com/3470267-fake-news-70.html


	See Maarten Schenk, Fake News: Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will Buy Them Anymore’, LEAD STORIES (May 27, 2019), . 
	19 
	proposes-tax-on-pork-products-so-costly-nobody-will-buy-them-anymore.html
	https://hoax-alert.leadstories.com/3470532-fake-news-ilhan-omar
	-



	MUR 4960 (Hillary Rodham Clinton For U.S. Senate Exploratory Committee, et al.), Statement of Reasons of Commissioners David M. Mason, Karl J. Sandstrom, Bradley A. Smith and Scott E. Thomas, at 1-2 (emphasis added); see also MUR 5467 (Michael Moore), First General Counsel’s Report, at 5 (citing MUR 4960) (“Purely speculative charges, especially when accompanied by a direct refutation, do not form an adequate basis to find a reason to believe that a violation of the FECA has occurred.”). 
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	reason to believe FECA violations occurred to dispose of complaints that do not allege specific facts
	 sufficient to establish a violation.
	21 

	The Commission has further clarified that “[u]nwarranted legal conclusions from asserted facts, … or mere speculation, … will not be accepted as true.”“The burden of proof does not shift to a respondent merely because a complaint is filed.”The Commission has suggested that “threadbare” and “vague” complaints are insufficient to meet the “reason to believe” standard, reasoning that if the Commission did not require citations to specific facts, “complainants could assume that, the more vague their complaints,
	22 
	23 
	24 
	25 

	In addition, the Commission has discretion to dismiss complaints that do not warrant further expenditure of Commission Criteria for allocating agency resources and assessing whether particular matters warrant further administrative enforcement proceedings include: (1) the gravity of the alleged violation, taking into account both the type of activity and the amount in violation; (2) the apparent impact the alleged violation may have had on the electoral 
	resources.
	26 

	See, e.g., MUR 7169 (Democratic Congressional Campaign Committee, et al.), Factual and Legal Analysis, at 11 (rejecting complaints alleging an excessive in-kind contribution where “the Complaints do not allege specific facts that are sufficient to provide reason to believe that the conduct prong has been satisfied.”); MUR 6821 (Shaheen for Senate, et al.), Factual and Legal Analysis, at 7-8 (finding no reason to believe there had been a “coordinated communication” where the Complaint “fails to identify any 
	21 
	MoveOn.org 

	Id. at 2. 
	22 

	MUR 4850 (Deloitte & Touche, LLP, et al.), Statement of Reasons of Chairman Darryl R. Wold and Commissioners David M. Mason, and Scott E. Thomas, at 2. 
	23 

	MUR 6056 (Protect Colorado Jobs, Inc.), Statement of Reasons of Vice-Chairman Matthew S. Petersen and Commissioners Caroline C. Hunter and Donald F. McGahn II, at 10. 
	24 

	Id. at 6 n.12. 
	25 

	Heckler v. Chaney, 470 U.S. 821 (1985); MUR 6794 (Emmer for Congress), Factual and Legal Analysis, at 4 (dismissing a complaint alleging that an advertisement was an in-kind contribution as a matter of prosecutorial discretion “in furtherance of the Commission’s priorities relative to other matters pending on the Enforcement docket”). 
	26 
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	process; (3) the complexity of the legal issues raised in the matter; and (4) recent trends in potential violations and other developments in the law.
	27 

	ARGUMENT 
	I. The Third-Party Fact-Checking Posts Identified In The Complaint Are Not Coordinated Communications Under 11 C.F.R. § 109.21(a) 
	Commission regulations establish a three-prong test to determine whether a communication qualifies as a “coordinated communication” that constitutes an in-kind contribution. First, the communication must be paid for by someone other than a candidate, a candidate’s authorized committee, a political party committee, or their authorized agents (the Second, the communication must satisfy one of the content standards in the Commission regulations (the “content Third, the communication must satisfy one of the con
	28 
	“payment prong”).
	29 
	prong”).
	30 
	“conduct prong”).
	31 

	A. The Third-Party Posts Are Neither “Electioneering Communications” Nor “Public Communications” 
	The third-party posts identified in the complaint do not satisfy the “content prong” of the “coordinated communication” regulations because they are neither “electioneering communications”nor “public communications.”This is dispositive: A “coordinated communication” exists under Commission regulations only when all three prongs are satisfied.  Because the communications cannot satisfy the content prong as a matter of law, they cannot qualify as “coordinated communications.” 
	32 
	33 

	See, e.g., MUR 7617 (Supporters of Judy Herschel, et al.), EPS Dismissal Report, at 1-2; MUR 7604 (Friends of Vangie Williams, et al.), EPS Dismissal Report, at 1-2. 
	27 

	11 C.F.R. § 109.21(b)(1). 
	28 

	11 C.F.R. § 109.21(a)(1). 
	29 

	11 C.F.R. §§ 109.21(a)(2), (c). 
	30 

	11 C.F.R. §§ 109.21(a)(3), (d). 
	31 

	11 C.F.R. § 109.21(c)(1). 
	32 

	11 C.F.R. §§ 109.21(c)(2)-(5). 
	33 
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	1. The Third-Party Fact-Checking Posts Are Not “Electioneering Communications” 
	An electioneering communication is “any broadcast, cable, or satellite communication” that refers to a clearly identified candidate for federal office, is publicly distributed within certain timeframes, and, in the case of a candidate for the United States Senate or House of Representatives, is targeted to the relevant Facebook’s third-party fact-checking program is not subject to the Commission’s rules on “electioneering communications” because those regulations apply only to activity on traditional broadc
	electorate.
	34 
	election.
	35 

	2. The Third-Party Fact-Checking Posts Are Not “Public Communications” 
	Certain forms of “public communication” can also satisfy the content prong. Under FECA, a “public communication” is “a communication by means of any broadcast, cable, or satellite communication, newspaper, magazine, outdoor advertising facility, mass mailing, or telephone bank to the general public, or any other form of general public political advertising.”Commission regulations clarify this language by expressly excluding all Internet communications except for “general public political advertising” that i
	36 
	37 

	B. The Complaint Also Fails To Allege That There Was Coordination Between Facebook And Any Campaign 
	Even if a communication meets the “content prong”—and the fact-checking posts at issue here do not—Commission regulations also require a “coordinated communication” to satisfy at 
	52 U.S.C. § 30104(f)(3); 11 C.F.R. § 100.29(a)(3). 
	34 

	52 U.S.C. § 30104(f)(3)(A)(i)(II). 
	35 

	52 U.S.C. § 30101(22). 
	36 

	11 C.F.R. § 100.26. 
	37 
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	least one of the following standards under the “conduct prong.”Specifically, the communication must be made “at the request or suggestion” of a candidate, involve the “material involvement” of a candidate, be made “after one or more substantial discussions about the communication” with the candidate, be paid for by someone sharing a “common vendor” with the candidate, or be paid for by a “former employee or independent contractor” of the
	38 
	 candidate.
	39 

	The complaint does not allege that Facebook coordinated with any political campaigns in any of these ways with respect to the user posts cited in the complaint. As explained above, absent circumstances of the sort not alleged here, Facebook uses a machine learning classifier to identify a broad range of potentially false material that is posted on its The results of that identification process are automatically placed into a queue, where the material is then made available for review by independent third-pa
	platform.
	40 
	rating.
	41 

	This too is dispositive: Absent any factual allegations regarding coordination between Facebook and a campaign, the third-party posts do not satisfy the “conduct” This provides an additional, independent reason why they are not “coordinated communications” under Commission regulations. 
	prong.
	42 

	11 C.F.R. § 109.21(d). 11 C.F.R. §§ 109.21(d)(1)-(6). See Exhibit C, supra note 7. See Exhibit A, supra note 3. Fund), Factual and Legal Analysis, at 3 (finding “the complaint does not contain 
	38 
	39 
	40 
	41 
	42 
	MUR 5754 (MoveOn.org Voter 

	sufficient information on which to base an investigation” into whether the conduct standard was met where it “doesn’t even specifically identify which ‘conduct’ standard would apply to the activity complained of” and “does not connect any such discussions” to any alleged coordinated communications). 
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	II. The Third-Party Posts Cited In The Complaint Were Not Included On The Facebook Platform “For The Purpose Of Influencing Any Election For Federal Office” 
	To constitute an in-kind contribution under FECA, a communication must be “made … for the purpose of influencing [an] election for Federal office.”The complaint provides no basis to conclude that the third-party fact-checking posts on Facebook had such a purpose. 
	43 

	A. Facebook Did Not Undertake Any Activity Involving Express Advocacy Or Solicitation Of Funds Intended To Influence An Election 
	To determine the “purpose” of an alleged contribution, the Commission first applies a two-part test for distinguishing between political and nonpolitical intent. An activity is not a “contribution” under this test “if (1) there is an absence of any communication expressly advocating the nomination or election of the [candidate] appearing or the defeat of any other candidate, and (2) there is no solicitation, making, or acceptance of a campaign contribution for the [candidate] in connection with the event.”N
	44 
	FactCheck.org and Lead Stories 

	B. The “Totality Of The Circumstances” Does Not Compel A Different Result As The Third-Party Fact-Checking Program Has A “Significant Non-Election” Related Aspect 
	In the absence of express advocacy or a solicitation, the Commission may consider the totality of circumstances to assess whether an activity would be objectively perceived as an intentional attempt to influence Under this objective test, the Commission considers whether the “activity in question ... appear[s] to have any specific and significant non-election 
	an election.
	45 

	52 U.S.C. § 30101(8)(A)(i); see also AO 1982-56 (“[A]lthough media or other public appearances by candidates may benefit their election campaigns, the person defraying the costs of such an appearance will not be deemed to have made a contribution in-kind to the candidate absent an indication that such payments are made to influence the candidate’s election to Federal office.”). 
	43 

	Orloski v. FEC, 795 F.2d 156, 160 (D.C. Cir. 1986); see also MUR 4305 (Forbes for President, et al.), Statement of Reasons of Vice Chairman Darryl R. Wold, Commissioners Lee Ann Elliott, David M. Mason and Karl J. Sandstrom, at 6; AO 1996-11; AO 1994-15; AO 1992-06; AO 1992-05; AO 1988-27, AO 1977-42. 
	44 

	See, e.g., AO 1990-05; AO 1983-12 (“The purpose and functions of an organizational entity are material and relevant to the Commission’s characterization of the underlying purpose of a specific activity or program of that entity.”). 
	45 
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	related aspects that might distinguish it from election influencing activity.”It does not make this assessment based solely on the effects of the 
	46 
	activity.
	47 

	Facebook has independent business reasons for seeking to minimize misinformation on its platform. It has publicly explained that misinformation on the platform “is bad for our community and bad for our business.”The explicit goal of Facebook’s third-party fact-checking program is to provide users with more accurate information and context in the posts they see (including on topics entirely unrelated to politics or election activity) and to create a better user The program extends far beyond politics, with t
	48 
	experience.
	49 
	safety.
	50 

	Even for those posts that arise in the political arena, Facebook operates the third-party fact-checking program on a non-partisan basis. To be eligible to participate as fact-checkers in Facebook’s program, organizations are required to be certified through the non-partisan International Fact-Checking Network, which evaluates applicants based on a set of criteria including “nonpartisanship and fairness.”They include well-known, nonpartisan organizations like the Associated Press and Politifact. Independent 
	51 
	queue of eligible content which content to evaluate.
	52 

	AO 1983-12. 
	46 

	MUR 7024 (Van Hollen for Senate, et al.), Factual and Legal Analysis, at 5 (“Although the outcome of these actions could potentially have had an effect on candidates in future elections, the effect on any particular candidate’s election would be too indirect and attenuated to constitute a contribution.”). 
	47 

	See Exhibit A, supra note 3. 
	48 

	See Exhibit F, supra note 13 (“We know that people want to see accurate information on Facebook, so for the last two years, we’ve made fighting misinformation a priority.”) 
	49 

	See, e.g., Exhibit G, supra note 14 (debunking a claim that you can save a person having a stroke by using a needle to prick their finger and draw blood); Exhibit H, supra note 15 (debunking a claim that NASA was looking to compensate volunteers up to $100,000 to participate in 60-day “bed rest studies”); Exhibit F, supra note 13 (debunking a claim that girl was not a genuine survivor of a single attack on Aleppo, Syria, but rather was an actor posing as a victim in multiple incidents). 
	50 

	See International Fact-Checking Network fact-checkers’ code of principles, supra note 10. 
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	See Exhibit A, supra note 3. 
	52 
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	partners corrected Facebook posts critical of President Trnmpand House Republican Leader Kevin McCarthy. 
	53 
	54 

	III. In The Alternative, The Commission Should Exercise Its Discretion To Dismiss The Complaint 
	The Commission should resolve this Matter Under Review by concluding that that there is no reason to believe that a FECA violation has occurred, and it may do so on any of the three independent grounds set fo1ih above. In the alternative, it should exercise its discretion to dismiss the complaint without fmther expenditme of Commission resomces. 
	CONCLUSION 
	For the foregoing reasons, the Commission should find no reason to believe that Facebook violated FECA and should dismiss this matter with no fmther action. 
	Respectfully submitted, 
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	See Fichera, Tnanps Didn 't Take Seats f or Disabled at U.N. , supra note 17; Funke, Donald Trump did not credit Florida Gov. Ron Desantis for Hwricane Dorian's path, supra note 17. 
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	See Fichera, Viral Quote Falsely Attributed to McCarthy, supra note 17. 
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	52 U.S.C. § 30116(a)(7)(B) (expenditures will be treated as in-kind contributions when made "by any person in cooperation, consultation, or concert, with, or at the request or suggestion of, a candidate, his authorized political committees, or their agents"); 11 C.F.R. § 109.2l(a), (b)(l) (a payment for a communication "coordinated with a candidate, an authorized committee, a political party committee, or an agent of any of the foregoing" is an in-kind contribution to the candidate or the political party co
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	52 U.S.C. § 30101(8)(A)(i) (a “contribution” includes “any gift, subscription, loan, advance, or deposit of money or anything of value made by any person for the purpose of influencing any election for Federal office”); 11 C.F.R. § 100.52(d)(1) (the term “anything of value includes all in-kind contributions”). 
	52 U.S.C. § 30101(8)(A)(i) (a “contribution” includes “any gift, subscription, loan, advance, or deposit of money or anything of value made by any person for the purpose of influencing any election for Federal office”); 11 C.F.R. § 100.52(d)(1) (the term “anything of value includes all in-kind contributions”). 
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	See Exhibit A, Hard Questions: How Is Facebook’s Fact-Checking Program Working?, FACEBOOK NEWSROOM (June 14, 2018), . 
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	EXHIBIT A 
	EXHIBIT A 
	facebook Newsroom 
	facebook Newsroom 
	June 14, 2018 

	Hard Questions: How Is Facebook's Fact­Checking Program Working? 
	Hard Questions: How Is Facebook's Fact­Checking Program Working? 
	Hard Questions is a series from Facebook thataddresses the impact ofourproducts on society. 
	By Tessa Lyons, Product Manager 
	False news is a money maker for spammers and a weapon of state actors and agitators around the world. This has introduced important questions for society and new responsibilities for companies like Facebook. 
	Misinformation is bad for our community and bad for our business. It's why we're investing significant t ime and resources to fight it. As I explained in my last post, there are three main ways we're doing this: 
	• Removing accounts and content that violate our policies 
	https://newsroom.fb.com/news/2018/06/hard-questions-fact-checking/ 
	https://newsroom.fb.com/news/2018/06/hard-questions-fact-checking/ 

	• 
	• 
	• 
	Reducing the distribution of false news and the financial incentives to create it 

	• 
	• 
	Informing people by giving them more context on the stories they see 


	One part of our strategy that we get asked about a lot is our partnership with third-party fact­checking organizations. They help us identify false stories so we can stop them from spreading on Facebook. Overall, we're making progress and have learned a lot. This year we expanded to more countries and started having fact-checkers review photos and videos, not just links. We're also looking for more ways to be transparent about these efforts and to have independent researchers measure our results. 
	This program is just one part of our strategy, and we won't be able to address this problem with human fact-checkers alone. Still, I wanted to share more on our work and the challenges ahead. 
	How Third-Party Fact-Checking Works We started the third-party fact-checking program in December . Now we have 25 partners in 14 countries, many with recent or upcoming elections. Our partners are independent and certified through the non-partisan International Fact-Checking Network. When fact-checkers rate an article as false, we show it lower in News Feed -reducing future views by over 80% on average. 
	2016

	Here's how it works: 
	• 
	• 
	• 
	We use technology to identify potentially false stories. For example, when people on Facebook submit feedback about a story being false or comment on an article expressing disbelief, these are signals that a story should be reviewed. In the US, we can also use machine learning based on past articles that fact-checkers have reviewed. And recently we gave fact­checkers the option to proactively identify stories to rate. 

	• 
	• 
	Fact-checkers provide a rating and reference article. Independent third-party fact­


	checkers review the stories, rate their accuracy and write an article explaining the facts behind their rating. 
	• 
	• 
	• 
	We demote links rated false and provide more context on Facebook. If a story is rated false, we reduce its distribution in News Feed. (See more on how News Feed ranking works.) We let people who try to share the story know there's more reporting on the subject, and we notify people who shared it earlier. We also show the fact-checker's reference article in Related Articles immediately below the story in News Feed. 

	• 
	• 
	We take action against repeat offenders. If a Facebook Page or website repeatedly shares misinformation, we'll reduce the overall distribution of the Page or website, not just individual false articles. We'll also cut off their ability to make money or advertise on our services. 


	https://newsroom.fb.com/news/2018/06/hard-questions-fact-checking/ 
	https://newsroom.fb.com/news/2018/06/hard-questions-fact-checking/ 

	The Limits of Fact-Checking 
	Over the last 18 months we've made good progress, but we're also aware of the limits of this program. Fact-checkers don't exist in all countries, and different places have different standards of journalism as well as varying levels of press freedom. Even where fact-checking organizations do exist, there aren't enough to review all potentially false claims online. It can take hours or even days to review a single claim. And most false claims aren't limited to one article -they spread to other sites. To make 
	There are other challenges, too, such as how to treat opinion and satire. We strongly believe that people should be able to debate different ideas, even controversial ones. We also recognize there can be a fine line between misinformation and satire or opinion. For example, sometimes people try to call their sites "satire" as cover for their true motivation -to spread fake stories. This can make it more difficult for fact-checkers to assess whether an article should be rated "false" or left alone. 
	" 
	We strongly believe that people should be able to debate different ideas, even controversial ones. 
	,, 
	Another question is what to do when publishers want to challenge a decision -especially after their article has already reached a lot of people. We allow publishers to contact fact-checkers to dispute their rating or offer a correction in order to restore their distribution in News Feed. If a fact-checker accepts the correction or changes their rating, we'll remove the strike against a publisher. Our goal here is to prevent bad actors from exploiting loopholes without unduly punishing reputable publications
	And ultimately, it's important that people trust the fact-checkers making these calls. While we work with the International Fact-Checking Network to approve all our partners and make sure they have high standards of accuracy, fairness and transparency, we continue to face accusations of bias. Which has left people asking, in today's world, is it possible to have a set of fact-checkers that are widely recognized as objective? We've also made some changes to how we let people know that a story is disputed so 
	https://newsroom,fb.com/news/2018/06/hard-questions-fact-checking/ 
	https://newsroom,fb.com/news/2018/06/hard-questions-fact-checking/ 

	It's clear that even as we continue to improve this program, we need solutions beyond fact­checkers. That's why we're also working on removing fake accounts, which are often responsible for misinformation. And as we make it harder for fake stories to spread and we prevent malicious sites and Pages from using our tools to make money, we will break the business models that incentivize bad actors to share it. We also continue to invest in news literacy programs to help people better judge the publishers and ar
	Category: Hard Questions • Integrity and Security 
	Tags: False News 
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	Fact-Checking on Facebook: What Publishers Should Know 
	Fact-Checking on Facebook: What Publishers Should Know 
	We're committed to fighting the spread of false news on Facebook. In certain countries and regions we work with third-party fact-checkers who are certified through the non-partisan International Fact-Checking Network to help identify and review false news. 
	Q: HOW DO WE REDUCE THE DISTRIBUTION OF FALSE NEWS? 
	• 
	• 
	• 
	Identifying false news: we identify news that may be false using signs like feedback from people on Facebook. Fact-checkers may also identify stories to review on their own. 

	• 
	• 
	Reviewing content: fact-checkers will review content, check their facts, and rate their accuracy. 

	• 
	• 
	Showing false content lower in News Feed: if a fact-checker rates content as false, it will appear lower in News Feed. This significantly reduces the number of people who see it. 

	• 
	• 
	Taking action against repeat offenders: Pages and websites that repeatedly share false news will have some restrictions, including having their distribution reduced. They may also have their ability to monetize and advertise removed, and their ability to register as a news Page removed. 


	Learn about fact-checking on Facebook or see below for FAQs that are relevant to publishers. 
	Q: WHO ARE FACEBOOK'S THIRD-PARTY FACT-CHECKING PARTNERS? 
	A: We work with many third-party fact-checkers certified through a non-partisan International Fact-Checking Network. See table below. 
	Q: WHAT CONTENT IS ELIGIBLE FOR FACT-CHECKING? 
	A: Fact-checkers can review and rate public, newsworthy Facebook posts, including ads, with articles, photos, or videos. 
	Q: HOW DOES THIS APPLY TO POSTS AND ADS FROM POLITICIANS? 
	https://www,facebook.com/help/publisher/182222309230722 
	https://www,facebook.com/help/publisher/182222309230722 

	A. Posts and ads from politicians are generally not subjected to fact-checking. In evaluating when this applies we ask our fact-checking partners to look at politicians at every level. This means candidates running for office, current office holders -and, by extension, many of their cabinet appointees -along with political parties and their leaders. In some cases, we ask fact­checkers to use their expertise and judgment to determine whether an individual is a politician, like in the case of a part-time elec
	Former candidates for office or former officials continue to be covered by our third party fact­checking program. That remains true for organizations like Super PACs or advocacy organizations that are unaffiliated with candidates. 
	There will be some instances where a false or partly false rating from our fact-checking partners will affect politicians. When a politician shares a specific piece of content-i.e., a link to an article, video or photo created by someone else that has been previously debunked on Facebook -we will demote that content, display a warning and reject its inclusion in ads. This is different from a politician's own claim or statement. If a claim is made directly by a politician on their Page, in an ad or on their 
	Q. WHY ARE POLITICIANS NOT ELIGIBLE? 
	A. Our approach is grounded in Facebook's fundamental belief in free expression, respect for the democratic process, and the belief that, especially in mature democracies with a free press, political speech is the most scrutinized speech there is. Just as critically, by limiting political speech we would leave people less informed about what their elected officials are saying and leave politicians less accountable for their words. 
	Q: WHAT ARE THE RATING OPTIONS FOR THIRD-PARTY FACT-CHECKERS? 
	A: For each piece of content up for review, the third-party fact-checker is asked: "How accurate is this story? Provide your rating below." Facebook's third-party fact-checker product provides 9 rating options: 
	1. 
	1. 
	1. 
	False: The primary claim(s) of the content are factually inaccurate. This generally corresponds to "false" or "mostly false" ratings on fact-checkers' sites. 

	2. 
	2. 
	Mixture: The claim(s) of the content are a mix of accurate and inaccurate, or the primary claim is misleading or incomplete. 

	3. 
	3. 
	True: The primary claim(s) of the content are factually accurate. This generally corresponds to "true" or "mostly true" ratings on fact-checkers' sites. 


	https://www.facebook.com/help/publisher/182222309230722 
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	4. 
	4. 
	4. 
	False Headline: The primary claim(s) of the article body content are true, but the primary claim within the headline is factually inaccurate. 

	5. 
	5. 
	Not eligible: The content contains a claim that is not verifiable, was true at the time of writing, or from a website or Page with the primary purpose of expressing the opinion or agenda of a political figure. 

	6. 
	6. 
	Satire: The content is posted by a Page or domain that is a known satire publication, or a reasonable person would understand the content to be irony or humor with a social message. It still may benefit from additional context. 

	7. 
	7. 
	Opinion: The content advocates for ideas and draws conclusions based on the interpretation of facts and data, and tells the public what the author or contributor thinks about an event or issue. Opinion pieces may include reported facts or quotes, but emphasize the author's own thoughts, personal preferences and conclusions. This may include editorials, endorsements, or content labeled "opinion" in the headline, authored by an identified opinion columnist, or shared from a website or Page with the main purpo

	8. 
	8. 
	Prank generator: Websites that allow users to create their own "prank" news stories to share on social media sites. 

	9. 
	9. 
	Not rated: This is the default state before fact-checkers have fact-checked content or if the URL is broken. Leaving it in this state (or returning to this rating from another rating) means that we should take no action based on your rating. 


	Q: WHAT HAPPENS IF UNPAID CONTENT (ORGANIC) I CREATED OR SHARED IS RATED "FALSE," "MIXTURE," OR "FALSE HEADLINE" BY A FACT-CHECKER? 
	A: First, that content's distribution is reduced. It will appear lower in News Feed, and will be accompanied by Related Articles from fact-checkers. If people try to share the content, they will be notified of the additional reporting. They will also be notified if content they have shared in the past has since been rated by a fact-checker. 
	Second, in order to more effectively fight false news, we also take action against Pages and domains that repeatedly share or publish content which is rated "False." Such Pages and domains will see their distribution reduced as the number of offenses increases. Their ability to monetize and advertise will be removed after repeated offenses. Over time, Pages and domains can restore their distribution and ability to monetize and advertise if they stop sharing false news. 
	Third, Pages and domains that repeatedly publish or share false news will also lose their ability to register as a news Page on Facebook. If a registered news Page repeatedly shares false news, its news Page registration will be revoked. 
	https://www.facebook.com/help/publisher/182222309230722 
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	Publishers who issue a correction or dispute a rating may contact the fact-checker. If their correction or dispute is successful, the strike against them will be eliminated and associated ad disapprovals may be lifted {Advertisers are still required to follow our other Advertising Policies). 
	For corrections, please ensure the relevant information has been corrected on both your website and the relevant Facebook post (including image and headline). Please include this Facebook post URL in your email to the relevant fact-checking organization. We also ask that publishers submit their correction or dispute within one week of receiving a "False," "Mixture," or "False Headline" rating notification. We can't guarantee that appeals made after this one­week window will be processed by our fact-checking
	Q: WHAT HAPPENS IF PAID CONTENT (ADS) I CREATED OR SHARED IS RATED "FALSE" BY A FACT-CHECKER? 
	A: Per our Advertising Policies, we do not allow advertisers to run ads that contain content that has been marked false, or is similar to content marked false, by third-party fact-checkers. We disapprove ads that contain content rated false, which means these ads can't run. 
	If an ad is disapproved for containing misinformation, we notify advertisers in two ways: 
	1. 
	1. 
	1. 
	A Page Admin notification, which specifies the third-party fact-checker that rated their content false 

	2. 
	2. 
	An ad disapproval notification in their ads creation interface (e.g. Ads Manager) 


	Advertisers may reach out directly to the third-party fact-checker that rated their content to issue a correction for, or dispute a rating of, content the advertiser created. The fact-checking partners can be reached through the email addresses provided below. 
	In cases where ads are rejected for containing content that's similar to content already marked false by fact-checkers, advertisers may request that the match get re-reviewed through the ad disapproval notification. The veracity of the content cannot be disputed via this channel. 
	If an advertiser's correction or dispute is successful, the associated ad disapproval will be lifted, provided that we have not identified additional violations of our Advertising Policies. 
	Q: WHAT HAPPENS IF MY CONTENT IS CONSISTENTLY MARKED AS FALSE BY FACT­CHECKERS? 
	A: Pages that repeatedly publish or share misinformation will see their distribution reduced and their ability to monetize and advertise removed. 
	Q: HOW DOES FACT-CHECKING IMPACT SOCIAL MEDIA DOMAINS OR HOSTING SITES? 
	https://www,facebook.com/help/publisher/182222309230722 
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	A: Links from other social media domains or hosting sites can be fact-checked; however, these sites will be not be eligible to see their overall distribution reduced, or lose their ability to monetize and advertise. 
	Q: IF A PAGE ADMIN SHARES "FALSE" CONTENT THAT IT DID NOT CREATE, CAN IT PURSUE A CORRECTION, OR DISPUTE WITH RESPECT TO THAT CONTENT? 
	A: Page admins are responsible for the content they share with their audiences -even if that content isn't created by them. Page admins cannot pursue a correction or dispute. However, if the publisher that wrote the content successfully issues a correction or disputes the rating, the Page's strike will be lifted. 
	Note that simply deleting a post is not sufficient to eliminate the strike against the Page or domain. 
	Over time, Pages and domains can restore their distribution and abilities to monetize and advertise if they stop sharing false news. 
	Q: HOW DO PUBLISHERS ISSUE A CORRECTION FOR, OR DISPUTE A RATING OF, CONTENT THEY CREATED? 
	A: Publishers may reach out directly to the third-party fact-checking organizations if ( 1) they have corrected the rated content, or if (2) they believe the fact-checker's rating is inaccurate. 
	• 
	• 
	• 
	(1) Corrections: To issue a correction, the publisher must correct the false content and clearly state that a correction was made directly on the story. 

	• 
	• 
	(2) Disputes: To dispute a rating, the publisher must clearly indicate why the original rating was inaccurate. 


	If a rating is successfully corrected or disputed, the demotion on the content will be lifted, associated ad disapprovals may be lifted, and the strike against the Page or domain will be removed. It may take a few days to see the distribution for the Page or domain recover. Additionally, any recovery will be affected by other false news strikes and related interventions (like demotions for clickbait or ad disapprovals for other Advertising Policies). 
	Please note: 
	• 
	• 
	• 
	Corrections and disputes are processed at the fact-checker's discretion. Fact­checkers are asked to respond to requests in a reasonable time period -ideally one business day for a simple correction, and up to a few business days for more complex disputes. 

	• 
	• 
	For corrections, please ensure the relevant information has been corrected on both your website and the relevant Facebook post (including image and headline). 
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	Please include this Facebook post URL in your email to the relevant fact-checking 
	organization. 
	• 
	• 
	• 
	Publishers must submit their correction or dispute within one week of receiving a "False," "Mixture," or "False Headline" rating notification. We can't guarantee that appeals made after this one-week window will be processed by our fact-checking partners. 

	• 
	• 
	If your content is rated by multiple organizations, you may need to contact each fact-checker. But note that if your content has been marked "True" by a fact­checker, that rating supersedes a "Mixture" or "False" rating given by another fact­checker. 

	• 
	• 
	Abuse of the corrections and disputes process will be penalized. 


	Q: WHAT IS FACEBOOK'S INDEX OF NEWS PAGES? 
	A: Facebook helps people around the world connect with the news that's most important and meaningful to them. We're asking publishers to register their news Pages so that we can index the Pages that publish news on our platform. 
	Submitting a Page in Business Manager lets us know that the Page primarily publishes news content. Submitted Pages will be reviewed for registration according to our Registration Guidelines. Once registered, a Page may be eligible for products and services specifically designed for news publishers. 
	Facebook reserves the right to modify, suspend, terminate access to or discontinue the availability of this process at any time. To ensure the best experiences for people and publishers, we may modify or make exceptions to these guidelines as necessary. Inclusion in the news Page index is based on these guidelines, and does not constitute an endorsement by Facebook of the views espoused by included Pages. 
	Please use the following email addresses to contact the appropriate third-party fact­checking organizations: 
	Argentina 
	Australia 
	Burkina Faso 
	Brazil 
	Cameroon 
	https://www.facebook.com/help/publisher/182222309230722 
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	Canada Colombia Cote d'Ivoire Croatia Democratic Republic of Congo Denmark Ethiopia France Germany Ghana Greece Guinea-Conakry Hong Kong India Indonesia Ireland Israel 
	https://www.facebook.com/help/publisher/182222309230722 
	https://www.facebook.com/help/publisher/182222309230722 

	Italy Kenya Lithuania Malaysia Mexico Middle East and North Africa Netherlands Nigeria Norway Pakistan Philippines Poland Portugal Senegal Singapore Somalia South Africa 
	https://www.facebook.com/help/publisher/182222309230722 
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	Spain 
	Sri Lanka 
	Taiwan 
	Tanzania 
	Thailand 
	Turkey 
	United Kingdom 
	United States 
	Uruguay 
	Was this information helpful? Permalink · Share 
	O ves O No 
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	How People Help Fight False News 
	How People Help Fight False News 
	• • • • • • • • • • • • •-•-• • • • • • •-•-• • • • • • • • • •-•-•-•-
	To fight the spread of false news, Facebook uses a mix of technological solutions, human reviewers, and educational programs that promote news literacy. The Facebook community plays an important role, too: people can give feedback that a post on Facebook contains false news by clicking the three dots at the top of the post. But how does Facebook use that information? 
	To rank posts in your News Feed, Facebook looks at thousands of different data points, or signals, about the posts that have been shared by your community, including the people you're friends with and the Pages you follow. Signals include a wide range of things, from how old a given post is and who posted it to little things, like how fast your internet connection is right now or what kind of phone you're using. 
	https://newsroom,fb.com/news/2018/06/inside-feed-how-people-help-fight-false-news/ 
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	One application of these signals is to help determine whether a post might be clickbait, false news, or other types of inauthentic content. Today, in the US, the signals for false news include things like whether the post is being shared by a Page that's spread a lot of false news before, whether the comments on the post include phrases that indicate readers don't believe the content is true, or whether someone in the community has marked the post as false news. 
	Facebook uses a machine learning classifier to compile all of those misinformation signals and -by comparing a given post to past examples of false news -make a prediction: "How likely is it that a third-party fact-checker would say this post is false?" (Facebook uses classifiers for a lot of different things, like predicting whether a post is clickbait or contains nudity; you can read more in this roundtable interview from Wired). The classifier's predictions are then used to determine whether a given piec
	More feedback from more people helps make the classifier more accurate, but feedback in and of itself doesn't trigger the fact-checking process. That's because people may mean different things when they mark a post -they might disagree with the content, or dislike the Page or person posting it. "There are no clean signals about false news," says Antonia Woodford, a product manager on the News Feed integrity team. "If there were, it would be easier to get rid of." That's why the misinformation classifier tak
	Facebook is continually working to improve its classifiers. Classifiers learn to make their predictions by looking at a variety of examples of the thing they're trying to identify -so the more data collected, the better the classifier gets and the more precisely it can sift through signals to find meaningful patterns. Facebook also has to make sure that it's serving people in different cultural and linguistic contexts, so classifiers also have to be trained to be sensitive to regional and linguistic differe
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	Want to help reduce the spread of false news in an even more immediate way? Learn how to recognize it and then refrain from sharing it -check out these tips for spotting false news. 
	1. 
	1. 
	1. 
	Be skeptical of headlines. False news stories often have catchy headlines in all caps with exclamation points. If shocking claims in the headline sound unbelievable, they probably are. 

	2. 
	2. 
	Look closely at the link. A phony or look-alike URL may be a warning sign of false news. Many false news sites mimic authentic news sources by making small changes to the URL. You can go to the site to compare the URL to established sources. 

	3. 
	3. 
	Investigate the source. Ensure that the story is written by a source that you trust with a reputation for accuracy. If the story comes from an unfamiliar organization, check their "About'' section to learn more. 


	4 Watch for unusual formatting. Many false news sites have misspellings or awkward layouts. Read carefully if you see these signs. 
	5-Consider the photos. False news stories often contain manipulated images or videos. Sometimes the photo may be authentic, but taken out of context. You can search for the photo or image to verify where it came from. 
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	6. 
	6. 
	6. 
	Inspect the dates. False news stories may contain timelines that make no sense, or event dates that have been altered. 

	7. 
	7. 
	Check the evidence. Check the author's sources to confirm that they are accurate. Lack of evidence or reliance on unnamed experts may indicate a false news story. 

	8. 
	8. 
	Look at other reports. If no other news source is reporting the same story, it may indicate that the story is false. If the story is reported by multiple sources you trust, it's more likely to be true. 

	9. 
	9. 
	Is the story a joke? Sometimes false news stories can be hard to distinguish from humor or satire. Check whether the source is known for parody, and whether the story's details and tone suggest it may be just for fun. 

	10. 
	10. 
	Some stories are intentionally false. Think critically about the stories you read, and only share news that you know to be credible. 


	See also: 
	Facing Facts, a behind-the-scenes look at Facebook's fight against false news The Three-Part Recipe for Cleaning up Your News Feed 
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	Tags: False News 
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	Hard Questions: What's Facebook's Strategy for Stopping False News? 
	Hard Questions: What's Facebook's Strategy for Stopping False News? 
	Hard Questions is a series from Facebook thataddresses the impact ofourproducts on society. 
	By Tessa Lyons, Product Manager 
	False news has long been a tool for economic or political gains, and we're seeing new ways it's taking shape online. Spammers can use it to drive clicks and yield profits. And the way it's been used by adversaries in recent elections and amid ethnic conflicts around the world is reprehensible. 
	False news is bad for people and bad for Facebook. We're making significant investments to stop it from spreading and to promote high-quality journalism and news literacy. I'm a product manager on News Feed focused on false news, and I work with teams across the company to address this problem. 
	Our strategy to stop misinformation on Facebook has three parts: 
	https://newsroom,fb.com/news/2018/05/hard-questions-false-news/ 
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	• 
	• 
	• 
	Remove accounts and content that violate our Community Standards or ad policies 

	• 
	• 
	Reduce the distribution of false news and inauthentic content like clickbait 

	• 
	• 
	Inform people by giving them more context on the posts they see 


	This approach roots out the bad actors that frequently spread fake stories. It dramatically decreases the reach of those stories. And it helps people stay informed without stifling public discourse. I'll explain a little bit more about each part and the progress we're making. 
	Removing accounts and content that violates our policies 
	Although false news does not violate our Community Standards, it often violates our polices in other categories, such as spam, hate speech or fake accounts, which we remove. 
	For example, if we find a Facebook Page pretending to be run by Americans that's actually operating out of Macedonia, that violates our requirement that people use their real identities and not impersonate others. So we'll take down that whole Page, immediately eliminating any posts they made that might have been false. 
	Over the past year we've learned more about how networks of bad actors work together to spread misinformation, so we created a new policy to tackle coordinated inauthentic activity. We're also using machine learning to help our teams detect fraud and enforce our policies against spam. We now block millions of fake accounts every day when they try to register. 
	Reducing the spread of false news and inauthentic content 
	A lot of the misinformation that spreads on Facebook is financially motivated, much like email spam in the 90s. If spammers can get enough people to click on fake stories and visit their sites, they'll make money off the ads they show. By making these scams unprofitable, we destroy their incentives to spread false news on Facebook. So we're figuring out spammers' common tactics and reducing the distribution of those kinds of stories in News Feed. We've started penalizing clickbait. links shared more freqlli
	We also take action against entire Pages and websites that repeatedly share false news, reducing their overall News Feed distribution. And since we don't want to make money off of misinformation or help those who create it profit, these publishers are not allowed to run ads or use our monetization features like Instant Articles. 
	Another part of our strategy in some countries is partnering with third-party fact-checkers to review and rate the accuracy of articles and posts on Facebook. These fact-checkers are independent and certjfjed through the non-partisan International Fact-Checking Network. When these organizations rate something as false, we rank those stories significantly lower in News Feed. On average, this cuts 
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	future views by more than 80%. We also use the information from fact-checkers to improve our technology so we can identify more potential false news faster in the future. We're looking forward to bringing this program to more countries this year. 
	loformjng our community with additional context 
	Even with these steps, we know people will still come across misleading content on Facebook and the internet more broadly. To help people make informed decisions about what to read, trust and share, we're investing in news literacy and building products that give people more information directly in News Feed. 
	For example, we recently rolled out a feature to give people more information about the publishers and articles they see, such as the publisher's Wikipedia ent ry. Another feature, called Related Articles, displays articles from third-party fact-checkers immediately below a story on the same topic. If a fact­checker has rated a story as false, we'll let people who try to share the story know there's more reporting on the subject. We'll also notify people who previously shared the story on Facebook. Last yea
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	Added context for articles in News Feed. 
	Getting Ahead 
	As we double down on countering misinformation, our adversaries are going to keep trying to get around us. We need to stay ahead of them, and we can't do this alone. We're working with our Al research team, learning from academics, expanding our partnerships with third-party fact-checkers, and talking to other organizations -including other platforms -about how we can work together. 
	/ 
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	False news has disruptive and destructive consequences around the world. We have an important responsibility, and we know we have a lot of work to do to live up to it. We'll continue to share updates on our progress and more about our approach in upcoming posts. 
	You can learn more about ourstrategy to stop false news in the short film "Facing Facts" on Inside Feedand in this talk from ourFB developer conference: 
	Category: Hard Questions • Integrity and Security Tags: False News 
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	Helping to Protect the 2020 US Elections 
	Helping to Protect the 2020 US Elections 
	ByGuy Rosen, VP ofIntegrity; Katie Harbath, Public Policy Director, Global Elections; Nathaniel Gleicher, Head ofCybersecurity Policy and Rob Leathern, DirectorofProduct Management 
	We have a responsibility to stop abuse and election interference on our platform. That's why we've made significant investments since 2016 to better identify new threats, close vulnerabilities and reduce the spread of viral misinformation and fake accounts. 
	Today, almost a year out from the 2020 elections in the US, we're announcing several new measures to help protect the democratic process and providing an update on initiatives already underway: 
	Fighting foreign interference 
	pdat~n-election-lntegrity-efforts/ 
	https://newsroom,fb.com/news/2019/ 10/u

	• 
	• 
	• 
	Combating inauthentic behavior, including an updated policy 

	• 
	• 
	Protecting the accounts of candidates, elected officials, their teams and others through Facebook Protect 


	Increasing transparency 
	• 
	• 
	• 
	Making Pages more transparent, including showing the confirmed owner of a Page 

	• 
	• 
	Labeling state-controlled media on their Page and in our Ad Library 

	• 
	• 
	Making it easier to understand political ads, including a new US presidential candidate spend tracker 


	Reducing misinformation 
	• 
	• 
	• 
	Preventing the spread of misinformation, including clearer fact-checking labels 

	• 
	• 
	Fighting voter suppression and interference, including banning paid ads that suggest voting is useless or advise people not to vote 

	• 
	• 
	Helping people better understand the information they see online, including an initial investment of $2 million to support media literacy projects 


	Fighting Foreign Interference 
	Combating Inauthentic Behavior 
	Over the last three years, we've worked to identify new and emerging threats and remove coordinated 
	inauthentic behavior across our apps. In the past year alone, we've taken down over 50 networks worldwide, 
	many ahead of major democratic elections. As part of our effort to counter foreign influence campaigns, 
	this morning we removed four separate networks of accounts, Pages and Groups on Facebook and 
	lnstagram for engaging in coordinated inauthentic behavior. Three of them originated in Iran and one in 
	Russia. They targeted the US, North Africa and Latin America. We have identified these manipulation 
	campaigns as part of our internal investigations into suspected Iran-linked inauthentic behavior, as well as 
	ongoing proactive work ahead of the US elections. 
	We took down these networks based on their behavior, not the content they posted. In each case, the 
	people behind this activity coordinated with one another and used fake accounts to misrepresent 
	themselves, and that was the basis for our action. We have shared our findings with law enforcement and 
	industry partners. More details can be found here. 
	As we've improved our ability to disrupt these operations, we've also built a deeper understanding of different threats and how best to counter them. We investigate and enforce against any type of inauthentic behavior. However, the most appropriate way to respond to someone boosting the popularity of their posts in their own country may not be the best way to counter foreign interference. That's why we're updating our inauthentic behavior policy to clarify how we deal with the range of deceptive practices w
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	Protecting the Accounts of Candidates, Elected Officials and Their Teams 
	Today, we're launching Facebook Protect to further secure the accounts of elected officials, candidates, their staff and others who may be particularly vulnerable to targeting by hackers and foreign adversaries. As we've seen in past elections, they can be targets of malicious activity. However, because campaigns are generally run for a short period of time, we don't always know who these campaign-affiliated people are, making it harder to help protect them. 
	Beginning today, Page admins can enroll their organization's Facebook and lnstagram accounts in Facebook Protect and invite members of their organization to participate in the program as well. Participants will be required to turn on two-factor authentication, and their accounts will be monitored for hacking, such as login attempts from unusual locations or unverified devices. And, if we discover an attack against one account, we can review and protect other accounts affiliated with that same organization t
	Enroll in Facebook Protect 
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	Increasing Transparency 
	Making Pages More Transparent 
	We want to make sure people are using Facebook authentically, and that they understand who is speaking to them. Over the past year, we've taken steps to ensure Pages are authentic and more transparent by showing people the Page's primary country location and whether the Page has merged with other Pages. This gives people more context on the Page and makes it easier to understand who's behind it. 
	https://newsroom.fb.com/news/2019/10/update-on-election-integrity-efforts/ 
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	Increasingly, we've seen people failing to disclose the organization behind their Page as a way to make people think that a Page is run independently. To address this, we're adding more information about who is behind a Page, including a new "Organizations That Manage This Page" tab that will feature the Page's "Confirmed Page Owner," including the organization's legal name and verified city, phone number or website. 
	Initially, this information will only appear on Pages with large US audiences that have gone through Facebook's business verification. In addition, Pages that have gone through the new authorization process to run ads about social issues, elections or politics in the US will also have this tab. And starting in January, these advertisers will be required to show their Confirmed Page Owner. 
	If we find a Page is concealing its ownership in order to mislead people, we will require it to successfully complete the verification process and show more information in order for the Page to stay up. 
	Labeling State-Controlled Media 
	We want to help people better understand the sources of news content they see on Facebook so they can make informed decisions about what they're reading. Next month, we'll begin labeling media outlets that are wholly or partially under the editorial control of their government as state-controlled media. This label will be on both their Page and in our Ad Library. 
	We will hold these Pages to a higher standard of transparency because they combine the opinion-making influence of a media organization with the strategic backing of a state. 
	We developed our own definition and standards for state-controlled media organizations with input from more than 40 experts around the world specializing in media, governance, human rights and development. Those consulted represent leading academic institutions, nonprofits and international organizations in this field, including Reporters Without Borders, Center for International Media Assistance, European Journalism 
	https://newsroom.fb.com/news/2019/10/update-on-election-integrity-efforts/ 
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	Center, Oxford Internet Institute, Center for Media, Data and Society (CMDS) at the Central European University, the Council of Europe, UNESCO and others. 
	It's important to note that our policy draws an intentional distinction between state-controlled media and public media, which we define as any entity that is publicly financed, retains a public service mission and can demonstrate its independent editorial control. At this time, we're focusing our labeling efforts only on state­controlled media. 
	We will update the list of state-controlled media on a rolling basis beginning in November. And, in early 2020, we plan to expand our labeling to specific posts and apply these labels on lnstagram as well. For any organization that believes we have applied the label in error, there will be an appeals process. 
	Making it Easier to Understand Political Ads 
	In addition to making Pages more transparent, we're updating the Ad Library, Ad Library Report and Ad Library API to help journalists, lawmakers, researchers and others learn more about the ads they see. This includes: 
	• 
	• 
	• 
	A new US presidential candidate spend tracker, so that people can see how much candidates have spent on ads 

	• 
	• 
	Adding additional spend details at the state or regional level to help people analyze advertiser and candidate efforts to reach voters geographically 

	• 
	• 
	Making it clear if an ad ran on Facebook, lnstagram, Messenger or Audience Network 

	• 
	• 
	Adding useful API filters, providing programmatic access to download ad creatives and a repository of frequently used API scripts. 


	In addition to updates to the Ad Library API, in November, we will begin testing a new database with researchers that will enable them to quickly download the entire Ad Library, pull daily snapshots and track 
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	day-to-day changes. 
	Visit our Help Center to learn more about the changes to Pages and the Ad Library. 
	Reducing Misinformation 
	Preventing the Spread of Viral Misinformation 
	On Facebook and lnstagram, we work to keep confirmed misinformation from spreading. For example, we reduce its distribution so fewer people see it -on lnstagram, we remove it from Explore and hashtags, and on Facebook, we reduce its distribution in News Feed. On lnstagram, we also make content from accounts that repeatedly post misinformation harder to find by filtering content from that account from Explore and hashtag pages for example. And on Facebook, if Pages, domains or Groups repeatedly share misinfo
	Over the next month, content across Facebook and lnstagram that has been rated false or partly false by a third-party fact-checker will start to be more prominently labeled so that people can better decide for themselves what to read, trust and share. The labels below will be shown on top of false and partly false photos and videos, including on top of Stories content on lnstagram, and will link out to the assessment from the fact-checker. 
	l,;~ liked by hazaljcmnings and olhcrs llzunaklm this Is an Insane shot • Is h real? 
	Q l±l Q 
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	Much like we do on Facebook when people try to share known misinformation, we're also introducing a new pop-up that will appear when people attempt to share posts on lnstagram that include content that has been debunked by third-party fact-checkers. 
	False Information in Post 
	Independent fact-checkers say this post ,ncludes false information. Your post will include a notice saying it's false. Are you sure you want to share? 
	Fact-Checker: A
	A, 

	W 
	W 
	W 
	Conclu sion: False 

	TR
	More Information: There are no highway 

	TR
	sharks 

	A 
	A 
	Fact-Checker: B 


	Conclusion: false 
	'1ifl 

	More Information : Myth: the shark on the road is a mani i;i..llated image 
	Cancel 
	In addition to clearer labels, we're also working to take faster action to prevent misinformation from going viral, especially given that quality reporting and fact-checking takes time. In many countries, including in the US, if we have signals that a piece of content is false, we temporarily reduce its distribution pending review by a third-party fact-checker. 
	Fighting Voter Suppression and Intimidation 
	Attempts to interfere with or suppress voting undermine our core values as a company, and we work proactively to remove this type of harmful content. Ahead of the 2018 midterm elections, we extended our voter suppression and intimidation policies to prohibit: 
	• Misrepresentation of the dates, locations, times and methods for voting or voter registration (e.g. ''Vote by text!"); 
	https://newsroom.fb.com/news/2019/10/update-on-election-integrity-efforts/ 
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	• 
	• 
	• 
	Misrepresentation of who can vote, qualifications for voting, whether a vote will be counted and what information and/or materials must be provided in order to vote (e.g. "If you voted in the primary, your vote in the general election won't count."); and 

	• 
	• 
	Threats of violence relating to voting, voter registration or the outcome of an election. 


	We remove this type of content regardless of who it's coming from, and ahead of the midterm elections, our Elections Operations Center removed more than 45,000 pieces of content that violated these policies -more than 90% of which our systems detected before anyone reported the content to us. 
	We also recognize that there are certain types of content, such as hate speech, that are equally likely to suppress voting. That's why our hate speech policies ban efforts to exclude people from political participation on the basis of things like race, ethnicity or religion (e.g., telling people not to vote for a candidate because of the candidate's race, or indicating that people of a certain religion should not be allowed to hold office). 
	In advance of the US 2020 elections, we're implementing additional policies and expanding our technical capabilities on Facebook and lnstagram to protect the integrity of the election. Following up on a commitment we made in the civil rights audit report released in June, we have now implemented our policy banning paid advertising that suggests voting is useless or meaningless, or advises people not to vote. 
	In addition, our systems are now more effective at proactively detecting and removing this harmful content. We use machine learning to help us quickly identify potentially incorrect voting information and remove it. 
	We are also continuing to expand and develop our partnerships to provide expertise on trends in voter suppression and intimidation, as well as early detection of violating content. This includes working directly with secretaries of state and election directors to address localized voter suppression that may only be occurring in a single state or district. This work will be supported by our Elections Operations Center during both the primary and general elections. 
	Helping People Better Understand What They See Online 
	Part of our work to stop the spread of misinformation is helping people spot it for themselves. That's why we partner with organizations and experts in media literacy. 
	Today, we're announcing an initial investment of $2 million to support projects that empower people to determine what to read and share -both on Facebook and elsewhere. 
	These projects range from training programs to help ensure the largest lnstagram accounts have the resources they need to reduce the spread of misinformation, to expanding a pilot program that brings together senior citizens and high school students to learn about online safety and media literacy, to public events in local venues like bookstores, community centers and libraries in cities across the country. We're also supporting a series of training events focused on critical thinking among first-time voter
	https://newsroom.fb.com/news/2019/10/update-on-election-integrity-efforts/ 
	https://newsroom.fb.com/news/2019/10/update-on-election-integrity-efforts/ 

	In addition, we're including a new series of media literacy lessons in our Digital Literacy Library. These lessons are drawn from the Youth and Media team at the Berkman Klein Center for Internet & Society at Harvard University, which has made them available for free worldwide under a Creative Commons license. The lessons, created for middle and high school educators, are designed to be interactive and cover topics ranging from assessing the quality of the information on line to more technical skills like r
	We'll continue to develop our media literacy efforts in the US and we'll have more to share soon. 
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	Expanding Fact-Checking to Photos and Videos 
	Expanding Fact-Checking to Photos and Videos 
	By Antonia Woodford, Product Manager 
	We know that people want to see accurate information on Facebook, so for the last two years, we've made fighting misinformation a priority. One of the many steps we take to 
	reduce the spread of false news is working with independent, third-party fact-checkers to 
	review and rate the accuracy of content. To date, most of our fact-checking partners have focused on reviewing articles. However, we have also been actively working to build new technology and partnerships so that we can tackle other forms of misinformation. Today, we're expanding fact-checking for photos and videos to all of our 27 partners in 17 countries around the world (and are regularly on-boarding new fact-checking partners). This will help us identify and take action against more types of misinforma
	https://newsroom,fb.com/news/2018/09/expanding-fact-checking/ 
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	How does this work? 
	Similar to our work for articles, we have built a machine learning model that uses various engagement signals, including feedback from people on Facebook, to identify potentially false content. We then send those photos and videos to fact-checkers for their review, or fact-checkers can surface content on their own. Many of our third-party fact-checking partners have expertise evaluating photos and videos and are trained in visual verification techniques, such as reverse image searching and analyzing image m
	"REVERSE fMA&E SEARCH 
	As we get more ratings from fact-checkers on photos and videos, we will be able to improve the accuracy of our machine learning model. We are also leveraging other technologies to better recognize false or misleading content. For example, we use optical character recognition (OCR) to extract text from photos and compare that text to headlines from fact­checkers' articles. We are also working on new ways to detect if a photo or video has been manipulated. These technologies will help us identify more potenti
	How do we categorize false photos and videos? 
	Based on several months of research and testing with a handful of partners since March, we know that misinformation in photos and videos usually falls into three categories: (1) 
	https://newsroom,fb.com/news/2018/09/expanding-fact-checking/ 
	https://newsroom,fb.com/news/2018/09/expanding-fact-checking/ 

	Manipulated or Fabricated, (2) Out of Context, and (3) Text or Audio Claim. These are the kinds of false photos and videos that we see on Facebook and hope to further reduce with the expansion of photo and video fact-checking. 
	Manipulated or fabricated Out of context Text or audio claim 
	• 
	0 
	0 

	I I t l f 
	Me,,co: ,.,,_PoHnco ldenpfed a false pboto o/ France: Afl' and Frana, 24 both<C11formed th>ttm fncfe: Boom lM! debuoola!d tne capoon that NareJldra Rtcardo Ar1,1y1,~ po,1.-frcm Me,;,c,o, 111d in th!,;~ photo,< 11 Ml .., KUW pos"1! l~ • v,t:tlm lt1 Modi ,s tlw 71h mou corYupc Pnme ~ ,...,.,, 1.11..-d"" phocoSl!Opped onto acamplalect aUS am-n ard multlpte IOCldencs,butarenulne sul'VM!r of asu-cte unsubmnua:ed researdl from1lOC: News111.,11.• .,jjg,ll>"lJ thai hr ,.• •~idenl ofAf!Jrn~ G«:ori.-io attA<k on th• 
	P\Jl., -.-...ad a1t r::on>IM~f"""I 
	SHlll NARENDRA MOOt IS THE 7th MOST
	Mal ndlco ~,oo do 1lh,,m<Jo, "4'0')•;,r a.., c:nr-oca w•-~aga.o<l ~aa,re g,~ 
	C0Rfl'JPTEO PRIME U ISTER INTHE 
	p~-llfl'O _, IQ 9111.>,....., ~.... 11111 f.;nr--. :\."Jll 11!,w, 
	WOfll.D 2018 D 
	1_•--..J -" ..... 
	(See more details on these examples from the fact-checkers' debunking articles: Animal Politico, AFP, France 24, and Boom Live). 
	What's different about photos and videos? 
	People share millions of photos and videos on Facebook every day. We know that this kind of sharing is particularly compelling because it's visual. That said, it also creates an easy opportunity for manipulation by bad actors. Based on research with people around the world, we know that false news spreads in many different forms, varying from country to country. For example, in the US, people say they see more misinformation in articles, whereas in Indonesia, people say they see more misleading photos. Howe
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	A hoax traveling across different content types 
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	What's next? 
	We know that fighting false news is a long-term commitment as the tactics used by bad 
	actors are always changing. As we take action in the short-term, we're also continuing to 
	invest in more technology and partnerships so that we can stay ahead of new types of 
	misinformation in the future. Learn more about our fight against misinformation in Facing .f.aill.. 
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	Increasing Our Efforts to Fight False News 
	Increasing Our Efforts to Fight False News 
	By Tessa Lyons, Product Manager 
	Over the last year and half, we have been committed to fighting false news through a combination of technology and human review, including removing fake accounts, partnering with fact-checkers, and promoting news literacy. This effort will never be finished and we have a lot more to do. Today, we're announcing several updates as part of this work: 
	• 
	• 
	• 
	Expanding our fact-checking program to new countries 

	• 
	• 
	Expanding our test to fact-check photos and videos 

	• 
	• 
	Increasing the impact of fact-checking by using new techniques, including identifying duplicates and using Claim Review 

	• 
	• 
	Taking action against new kinds of repeat offenders 

	• 
	• 
	Improving measurement and transparency by partnering with academics 


	/ 
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	Expanding our fact-checking program to new countries. Since we first launched the third-party fact-checking program last spring, we've expanded to 14 countries and have plans to scale to more countries by the end of the year. These certified, independent fact­checkers rate the accuracy of stories on Facebook, helping us reduce the distribution of stories rated as false by an average of 80%. 
	Expanding our test to fact-check photos and videos. One challenge in fighting misinformation is that it manifests itself differently across content types and countries. To address this, we expanded our test to fact-check photos and videos to four countries. This includes those that are manipulated (e.g. a video that is edited to show something that did not really happen) or taken out of context (e.g. a photo from a previous tragedy associated with a different, present day conflict). 
	Increasing the impact of fact-checking by using new techniques. With more than a billion pieces of content posted every day, we know that fact-checkers can't review every story one-by-one. So, we are looking into new ways to identify false news and take action on a bigger scale. 
	• Machine learning helps us identify duplicates of debunked stories. For example, a fact­checker in France debunked the claim that you can save a person having a stroke by using a needle to prick their finger and draw blood. This allowed us to identify over 20 domains and over 1,400 links spreading that same claim. 
	/ 
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	• Also, we're going to start working with our fact-checking partners to use Schema.erg's Claim Review, an open-source framework used by various technology companies and fact-checking organizations. This will make it easier for fact-checkers to share ratings with Facebook and help us respond faster, especially in t imes of crisis. 
	Taking action against new kinds of repeat offenders. Historically, we have used ratings from fact-checkers to identify Pages and domains that repeatedly share false news. We then take action by reducing their distribution and removing their ability to monetize. To help curb foreign interference in public discourse, we are beginning to use machine learning to help identify and demote foreign Pages that are likely to spread financially-motivated hoaxes to people in other countries. 
	Improving measurement and transparency by partnering with academics. In April, we announced a new initiative to help provide independent research about t he role of social media in elections, as well as democracy more generally. The elections research commission is in the process of hiring staff and establishing the legal and organizational procedures necessary to becoming fully independent. In the coming weeks, the commission will release a website and then its first request for proposals, to measure the v
	We're currently working with the commission to develop privacy-protected data sets, which will include a sample of links that people engage with on Facebook. The academics selected by the commission will be able to study these links to better understand the kinds of content being shared on Facebook. Over time, this externally-validated research will help keep us accountable and track our progress. 
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	The Hunt for False News 
	The Hunt for False News 
	••• ■-
	ByAntonia Woodford, Product Manager 
	Every day, our team fights the spread of false news through a combination of technology and assessments from independent third-party fact-checkers. With every false story that surfaces, we learn a bit more about how misinformation takes shape online and, hopefully, how we can detect it earlier. In this new series, we'll look at some pieces of false news that recently circulated on Facebook -both those we've caught and some we missed. 
	/inside-feed-hunt-false-news-october-2018/ 
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	CAUGHT 
	Did a Saudi man really spitin a receptionist's face? 
	□ 

	France, July 2018 
	What we saw 
	This summer, a video featuring CCTV footage was re-shared by multiple accounts across several social networks. In the video, a man wearing a white robe and a shemagh, or head scarf, spits in the face of a blonde woman in what appears to be a hospital reception station. The accompanying caption reads, "Man from Saudi spits in the face of the poor receptionist at a Hospital in London then attacks other staff." 
	Was it true? 
	While the video is real, the AFP reports, the incident occurred in a veterinary hospital in Kuwait in 2017 and was being recirculated this summer with a falsified caption. 
	What to know 
	One of the primary types of video-and photo-based misinformation involves old images or videos paired with captions or commentary that misrepresent their context. These posts are often used to fuel xenophobic sentiments and are often targeted at migrants and refugees, as the International Fact-Checking Network -the association that certifies the third-party fact-checkers we partner with -has explained. On Facebook, we've seen years-old images of violent acts, protests and war zones reposted and used to infl
	How we found it 
	There are two primary ways we find stories that are likely to be false: either we use machine learning to detect potentially false stories on Facebook, or else they're identified by our third-party fact-checkers themselves. In this case, the AFP found the out-of-context video. 
	Once a potentially false story has been found -regardless of how it was identified -fact­checkers review the claims in the story, rate their accuracy and provide an explanation as to how they arrived at their rating. The AFP investigated this video and its caption and submitted a "false" rating and explainer article, which led us to reduce its distribution in News Feed. 
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	CAUGHT 
	Was this the man who stabbed Presidential candidate Jair Bolsonaro? 
	Was this the man who stabbed Presidential candidate Jair Bolsonaro? 
	□ 

	Brazil, September 2018 
	What we saw 
	Following the September 6 stabbing in Juiz de Fora, Brazil, of Representative Jair Bolsonaro, a candidate in Brazil's presidential election, a photo circulated on Facebook of a man next to Senator Gleisi Hoffmann. The caption claimed that the man in the photo was Bolsonaro's attacker. 
	Was it true? 
	Brazilian fact-checker Aos Fatos reviewed the photo and found that not only was the man standing next to Hoffman not Bolsonaro's attacker, the photo was taken at an event in a completely different city, Curitiba. 
	What to know 
	Violent events like the attack on Bolsonaro can lead to a wave of misinformation about perpetrators, with fabricated posts making false claims about an assailant's identity and ideological motivations. Similar internet memes have circulated in the US following events like the Las Vegas shooting in 2017 and the Stoneman Douglas High School shooting in 2018. 
	How we found it 
	Our machine learning model identified this photo as being potentially false, and Brazilian fact-checker Aos Fatos reviewed the photo. They determined that the man pictured was not the attacker and that the event depicted was not in Juiz de Fora. 
	Based on Aos Fatos' "false" rating, we demoted the image in News Feed. We were also able to use photo detection technology to identify and demote thousands of identical photos that had been natively uploaded to Facebook. Using machine learning to find duplicates of debunked stories is an important technique for both photo-based and article-based misinformation. Because so much content is posted to Facebook every day, automation helps make the duplication detection process much more efficient, allowing us to
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	What we saw 
	This story, published by the website World Facts FTW, claimed that NASA was looking to compensate volunteers up to $100,000 to participate in 60-day "bed rest studies." The headline certainly seemed enticing -the post racked up millions of views on Facebook. 
	Was it true? 
	US-based fact-checker Politifact investigated this story and while they found that NASA has paid people to stay in bed for long periods of time, the headline of this particular story was misleading. The photos in the World Facts FTW article came from a 2015 Vice article about a NASA medical research study for which the author stayed in bed for 70 days but was only paid $18,000, not $100,000. (Politifact used a reverse image search to find the Vice article.) Politifact couldn't get verification for the $100,
	What to know 
	We're getting better at detecting and enforcing against false news, even as perpetrators' tactics continue to evolve. And while we caught and reduced the distribution of many pieces of misinformation on Facebook this summer, there are still some we miss. This can happen when: 
	• 
	• 
	• 
	We fail to identify the misinformation at all 

	• 
	• 
	We identify a piece of content as misinformation, but after it's already gone viral 

	• 
	• 
	We identify a piece of misinformation early, but it goes viral in the time it takes for fact­checkers to research it and provide a veracity rating 


	In this particular case, we were able to identify this older article that had been circulating on Facebook for months, using an improved similarity detection process we've implemented. It took us too long to enforce against this piece, and we continue to develop new technology to catch these kinds of stories in the future, before they go viral. 
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	How we found it 
	This article was originally posted in September 2017. In July 2018, US-based fact-checker 
	Politifact investigated the story and, as described above, determined the central claim was 
	false. 
	Our similarity detection process matched the "false" verdict from the investigation article 
	on Politifact's website to the instance of the World Fact FTW article that was circulating on 
	Facebook. Based on this potential match, our system enqueued the version of the story that 
	was circulating on Facebook to to our network of fact-checkers and The Weekly Standard 
	reviewed it and also assigned it a "false" rating. Based on this rating, we demoted all 
	Facebook posts linking to the article. 
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	MUR: 7641 
	DATE COMPLAINT FILED: Sept. 6, 2019 DATE OF NOTIFICATION: Sept. 9, 2019 LAST RESPONSE RECEIVED: Nov. 4, 2019 DATE ACTIVATED: Nov. 22, 2019 
	Figure

	EXPIRATION OF SOL: Aug. 4, 2024 ELECTION CYCLE: 2020 
	Darin Knepper 
	Facebook, Inc. 
	52 U.S.C. § 30104(c)(1) 52 U.S.C. § 30118(a) 11 C.F.R. § 109.20 11 C.F.R. § 109.21 11 C.F.R. § 114.2(b) 11 C.F.R. § 114.10(b)(1) 
	None 
	None 
	30 The Complaint alleges that Facebook, Inc., violated the Federal Election Campaign Act 31 of 1971, as amended (the “Act”), by appending “counterposts” to certain users’ Facebook posts 32 that were critical of candidates Beto O’Rourke and Ilhan Omar to correct apparent 33 misinformation contained in those original posts.  The Complaint argues that the counterposts 34 were prohibited in-kind corporate contributions by Facebook to the candidates because Facebook 
	1

	Compl. at 1 (Sept. 6, 2019). A version of the Complaint with labeling and pagination for the attachments has been added to the relevant folder for this matter. 
	Figure

	MUR 7641 (Facebook, Inc.) First General Counsel’s Report Page 2 of 15 
	1 “attempt[ed] to assist a political candidate in his or her campaign.”  Facebook responds that the 2 counterposts were part of an official fact-checking program and followed standard, neutral 3 procedures.  According to Facebook, the program is non-partisan and was developed for 4 business reasons to create a better user experience.  Facebook asserts that the counterposts 5 contained no election-related content and were not made for the purpose of influencing an 6 election.7 As explained below, based on th
	2
	3
	4
	5 

	10 that Facebook coordinated with the candidates.  In addition, the counterposts do not appear to 11 satisfy the meaning of independent expenditure because they do not expressly advocate for the 12 election or defeat of any candidate. 13 Therefore, we recommend that the Commission find no reason to believe that Facebook 14 violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate 15 contributions.  In addition, we recommend that the Commission find no reason to believe th
	MUR 7641 (Facebook, Inc.) First General Counsel’s Report Page 3 of 15 
	1 II. FACTS 2 Complainant alleges that “Facebook has been inserting counterposts following posts that 3 contain negative information about Democratic political candidates in [his] Facebook account 4 feeds.”According to the Complaint, the counterposts dispute the accuracy of information 5 contained in the posts to “assist” the candidates.  The Complaint does not provide a specific 6 legal theory under which the counterposts should be found impermissible but generally argues 7 that the alleged conduct “consti
	6 
	7
	8 

	10 candidate, followed by official Facebook counterposts (or fact-checks) disputing the accuracy of 11 the post and a link to an article explaining why the information in the original post is purportedly 12 false. 13 The first example involves Ilhan Omar, a 2020 candidate for Minnesota’s 5th 14 Congressional District.  The original post contains a photo of Omar alongside another photo of a 15 piece of meat with a slash mark over it.The caption reads:  “Ilhan Omar Proposes Tax on Pork 16 Products, ‘So Costly
	9 
	10 
	 section below the original post with a link to an article by LeadStories.com (with a blue 
	“FactCheck” banner appearing directly above the link).
	11 
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	1 Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will Buy Them 2 Anymore.’”The article, hosted on the Lead Stories website, explains that the information in 3 4 5 The second example involves Beto O’Rourke, former presidential candidate.  The 6 original post contains a purported photo of O’Rourke, naked, with large, provocative phrases 7 written on his body.  Above the photo is written: “REMIND EVERYONE OF THIS PIC 8 WHEN THIS FOOL SAYS HE IS GONNA RUN FOR PRESIDENT. THIS IS ROBERT 9 O’ROU
	12 
	the original post was not real and originally published by BustaTroll.org, a liberal satire 
	website.
	13 
	14
	15

	10 section directly below the original post.It appears there were two articles labeled with the blue 11 The 12   “Viral Image Does Not Show O’Rourke – The 13 It 14 states that the person does not resemble O’Rourke and “reverse image searches” trace the image 
	16 
	“FactCheck” banner, one from FactCheck.org, the other from Lead Stories.
	17 
	FactCheck.org article is titled:
	FactCheck.org.” 
	article, hosted on FactCheck.org, explains that the person in the photo is not O’Rourke.
	18 

	Id. 
	12 

	Maarten Schenk, Fake News: Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will Buy Them,’ LEAD STORIESproposes-tax-on-pork-products-so-costly-nobody-will-buy-them-anymore.html). 
	13 
	, May 27, 2019 (https://hoax-alert.leadstories.com/3470532-fake-news-ilhan-omar
	-


	Compl., Attach. 2 at 1 (August 4, 2019, post by Facebook user David Mills). 
	14 

	Id. 
	15 

	Id. at 4-7. 
	16 

	Id. (showing Lead Stories article in partial screenshot of Related Articles section); see id. at 2-3 (original complaining that Facebook had appended a counterpost); Resp.Stories published articles in response to the post). 
	17 
	poster, David Mills, identifying FactCheck.org article in the comments section of his post in reaction to another user 
	 at 5 (indicating that both FactCheck.org and Lead 

	Angelo Fichera, Viral Image Does Not Show O’Rourke/) 
	18 
	, FACTCHECK.ORG, Mar.
	 15, 2019 (https://www. 
	factcheck.org/2019/03/viral-image-does-not-show-orourke
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	1 
	to a June 2016 gay pride parade in Greece.
	19 

	2 
	to a gay pride parade in Greece.
	20 

	The Lead Stories article similarly traces the photo 
	3 In its Response, Facebook asserts that the counterposts at issue “were made in response 4 to two posts by Facebook users, which third-party organizations independently opted to fact 5 check as part of Facebook’s broader and well-publicized program to combat misinformation on 6 its platform.”  Facebook argues that the counterposts do not violate the Act because they do not 7 satisfy the definition of “coordinated communications” under the Commission’s three-part test, 8 The Response attaches official 9 mat
	21
	and were not made for the purpose of influencing an election.
	22 

	10 The program relies on a predictive computer algorithm to identify posts that may contain 
	11 misinformation, based on a range of signals, including user comments questioning accuracy and 
	12 whether the post was made by a source that has previously spread false news.In addition, the 
	23 

	13 If a post is identified 
	human fact-checkers may identify potential misinformation themselves.
	24 

	Id. of O’Rourke speaking at a high school graduation. Id. 
	19 
	According to the FactCheck.org article, O’Rourke wasn’t in Greece at the time, and it links to a video 

	Alan Duke, Fake News: Young Beto O’Rourke NOT Photographed With “Feminist Atheist Vegan Naturist Ecologist Queer Slut” Written On Body, LEAD STORIES, Mar. fake-news-70.html). 
	20 
	17, 2019 (https://hoax-alert.leadstories.com/3470267
	-


	Resp. at 2 (Nov. 11, 2019); see also id. at 4 (noting that the fact-checking program is “not limited to political subjects” and covers “a broad range of topics,” and citing examples of dispelled misinformation such as a purported cure for a stroke, a fake war victim, and a fake money-making opportunity from NASA). 
	21 

	Id. at 2. 
	22 

	See Resp. at 3; id., Ex. A at 2 (Hard Questions: How is Facebook’s Fact-Checking Program Working?, FACEBOOK NEWSROOM at 1 (Fact-Checking on Facebook: What Publishers Should Know, FACEBOOK BUSINESS: MEDIA AND PUBLISHER HELP (version from Oct.(Expanding Fact-Checking to Photos and Videos, FACEBOOK NEWSROOM /news/2018/09/expanding-fact-checking/)). 
	23 
	(June 14, 2018) (https://about.fb.com/news/2018/06/hard-questions-fact-checking)), Ex B. 
	 24, 2019) (https://www.facebook.com/help/publisher/182222309230722)), Ex. F at 2 
	(Sept. 13, 2018) (https://about.fb.com 

	Resp., Ex. H at 2 (The Hunt for False News, FACEBOOK NEWSROOM (Oct.news/2018/10/inside-feed-hunt-false-news-october-2018/)). 
	24 
	 19, 2018) (https://about.fb.com/ 
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	1 as potentially false, it is placed into a digital queue where it is available for review by the third2 The fact-checkers review the posts, rate their accuracy, and submit an 3 explanation to dispel false content (either by drafting an article to explain why a given post 4 If a post is identified as false, 5 Facebook appends a Related Articles section with a blue “FactCheck” banner and a link to the 6 In addition, the post is 7 “demoted” by reducing its distribution and making it appear lower in other user
	-
	party fact-checkers.
	25 
	contains misinformation or linking to a pre-existing article).
	26 
	fact-checker’s explanatory article, as illustrated by the above examples.
	27 
	 news feeds.
	28 
	correction.
	29 

	10 Facebook employs third-party fact-checkers from a variety of organizations that are 
	11 
	independent from Facebook, including the Associated Press, Check Your Fact, FactCheck.org, 

	12 The Response describes these entities as 
	Lead Stories, PolitiFact, and Science Feedback.
	30 

	13 “partners” with Facebook, and it is unclear from the available materials whether Facebook pays 
	14 the fact-checkers to review posts that may contain misinformation or to write/host the articles 
	Resp. at 3; see id., Ex. A at 2, Ex. B at 1, Ex. H at 2. 
	25 

	Resp. at 3; id., Ex. H at 2, Ex. B at 2.  Rating options for the accuracy of a post include: false, mixture, true, false headline, not eligible, satire, opinion, prank generator, and not rated. Resp., Ex. B at 2-3. 
	26 

	Resp. at 3; id., Ex. A at 2.  At the time when the posts at issue were made, Facebook employed these procedures to label false content.  The Response, however, noted Facebook’s plans to implement an alert system whereby “content across Facebook that has been rated false by a third-party fact-checker will start to be more prominently labeled,” and that the “news labels will be shown on top of false and partly false photos and videos, and will link out to the assessment from the fact-checker.”  Resp. at 3 n.9
	27 
	 21, 2019) (https://about fb.com/news/2019/10/update-on-election-integrity
	-


	Resp., Ex. A at 2, Ex. B at 3. 
	28 

	Resp., Ex. A at 3, Ex. B at 4-6. 
	29 

	Resp. at 4. 
	30 
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	1 that dispel In order to partner with Facebook, such organizations must be 2 certified by the International Fact-Checking Network, a unit of the Poynter Institute, which is a 3 The certification process evaluates 4 applicants based on a set of criteria including non-partisanship and fairness, transparency of 5 sources, transparency of funding and organization, transparency of methodology, and an open 6 It appears that, from the certified organizations, Facebook has 7 8 III. LEGAL ANALYSIS 9 Based on the re
	misinformation.
	31 
	non-profit journalism school and research organization.
	32 
	and honest corrections policy.
	33 
	discretion in selecting which will serve as partners in the fact-checking program.
	34 

	10 issue generated by Facebook’s fact-checking program were coordinated communications or 
	11 coordinated expenditures and, as such, there is no basis from the given facts to conclude that 
	12 Facebook made in-kind contributions to the candidates.  Further, it does not appear that the 
	13 counterposts were independent expenditures, and therefore Facebook had no reporting obligation 
	Id. In 2017, the Poynter Institute reported that Facebook’s fact-checking “partners” were “receiving about $100,000 annually.” Daniel Funke, It’s Been a Year Since Facebook Partnered With Fact-Checkers. How’s it Going? (Dec.with-fact-checkers-hows-it-going/ (last accessed Feb. 13, 2020).  FactCheck.org’s website shows that it receives “funding” from Facebook on a regular basis “as part of Facebook’s initiative to debunk viral deceptions circulating on the social media site.”  See – Feb. 13, 2020). We do not
	31 
	 15, 2017), https://www.poynter.org/fact-checking/2017/its-been-a-year-since-facebook-partnered
	-

	FactCheck.org 
	Our Funding, https://www.factcheck.org/our-funding/ (last accessed 

	See About – 
	32 
	Poynter, https://www.poynter.org/about/ (last accessed Feb. 13, 2020). 

	Resp. at 4; id., Ex. A at 2, Ex. B at 1, Ex. D at 2 (Hard Questions: What’s Facebook’s Strategy for Stopping False News?, FACEBOOK NEWSROOM false-news/)).  In addition, Facebook requires fact-checkers to agree to the International Fact-Checking Network’s code of conduct. 
	33 
	(May 23, 2018) (https://about fb.com/news/2018/05/hard-questions
	-

	Resp. at 4; ICFN Code of Principles, https://ifcncodeofprinciples.poynter.org).  

	Aaron Rupar, Facebook’s Controversial Fact-Checking Partnership With a Daily Caller-Funded Website, Explained, VOXcaller); Ali Breland, AOC Asked Mark Zuckerberg About Facebook’s Fact-Checking Process. He Didn’t Give Her the Whole Truth, MOTHER JONES, Oct.facebook-congress-daily-caller-fact-check-dodge).  The official materials attached to the Complaint do not fully explain the selection process. 
	34 
	, May 6, 2019 (https://www.vox.com/2019/5/2/18522758/facebook-fact-checking-partnership-daily
	-

	 23, 2019 (https://www.motherjones.com/politics/2019/10/aoc-zuckerberg
	-
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	1 to the Commission.  For these reasons, there is no basis to conclude that Facebook violated the 
	2 Act. 
	3 A. There is No Basis to Conclude that Facebook Made In-Kind Contributions 
	4 The Act prohibits corporations from making contributions to federal candidates, and 
	5 likewise bars political committees, other than independent expenditure-only political committees 
	6 The 
	and committees with hybrid accounts, from knowingly accepting corporate contributions.
	35 

	7 term “contribution” includes “all in-kind contributions.”In-kind contributions include, inter 
	36 

	8 alia, coordinated communications, subject to a three-part test codified at 11 C.F.R. § 109.21, and 
	9 
	coordinated expenditures, defined at 11 C.F.R. § 109.20(a).
	37 

	10 Under the Commission’s coordinated communications regulation, the communication at 
	11 issue must: (1) be paid for by a third party; (2) satisfy a “content” standard; and (3) satisfy a 
	52 U.S.C. § 30118(a); 11 C.F.R. § 114.2(b), Note to Paragraph (b) (explaining that corporations and labor organizations may make contributions to nonconnected political committees that make only independent expenditures, or to separate accounts maintained by nonconnected political committees for making only independent expenditures). 
	35 

	11 C.F.R. § 100.52(d); see also 52 U.S.C. § 30101(8)(A) (defining contribution as including “any gift, subscription, loan, advance, or deposit of money or anything of value made by any person for the purpose of influencing any election for Federal office”). 
	36 

	In-kind contributions also include the “provision of any goods or services without charge or at a charge that is less than the usual and normal charge for such goods or services.”  11 C.F.R. § 100.52(d) (listing examples of goods or services, such as securities, facilities, equipment, supplies, personnel, advertising services, membership lists, and mailing lists).  To the extent that the Complaint can be construed as alleging that Facebook provided services to O’Rourke and Omar, Facebook contends that the f
	37 
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	1 “conduct”   All three prongs are required to be considered a coordinated 2 Separately, an expenditure (for 3 something other than a communication) is considered a coordinated expenditure and treated as 4 an in-kind contribution if it is “made in cooperation, consultation or concert with, or at the 5 request or suggestion of, a candidate, a candidate’s authorized committee, or a political party 6 committee.”7 The Complaint asserts that Facebook’s counterposts resulted in prohibited in-kind 8 contributions.
	standard.
	38
	communication and treated as an in-kind contribution.
	39 
	40 

	10 Applying the three-prong test for coordinated communications, it appears that the 11 payment prong may be satisfied if Facebook paid the fact-checkers to write the articles that 12 dispelled the misinformation contained in the Omar and O’Rourke posts.  However, as noted 13 above, the facts supplied by Facebook and our review of Facebook’s description of the program 14 
	on the public record leave unclear whether Facebook paid the fact-checkers.
	41 

	11 C.F.R. § 109.21. The content standards include: (1) a communication that is an electioneering communication; (2) a public communication that disseminates, distributes, or republishes campaign materials; (3) a public communication containing express advocacy; (4) a public communication that, in relevant part, refers to a clearly identified House or Senate candidate, and is publicly distributed or disseminated 90 days or fewer before a primary, general, or special election, and is directed to voters in the
	38 

	The conduct standards include: (1) request or suggestion; (2) material involvement; (3) substantial discussion; (4) common vendor; and (5) former employee or independent contractor. Id. § 109.21(d)(1)-(5). A sixth conduct standard describes how the other conduct standards apply when a communication republishes campaign materials. See id. § 109.21(d)(6). 
	Id. § 109.21(a). 
	39 

	Id. § 109.20(a); see also 52 U.S.C. § 30116(a)(7)(B)(i).  Coordinated and Independent Expenditures, 68 Fed. Reg. 421, 425 (Jan. 3, 2003) (clarifying that section 109.20(b) applies to “expenditures that are not made for communications”); see Advisory Op. 2011-14 at 4 (Utah Bankers Ass’n). 
	40 

	The Response cites to the entities as “partners” but does not elaborate on their relationship. Resp. at 4. 
	41 

	MUR 7641 (Facebook, Inc.) First General Counsel’s Report Page 10 of 15 
	1 The content prong does not appear to be satisfied. The content standards in the regulation 2 all require a communication to be either an “electioneering communication” or a “public 3 communication,” neither of which clearly applies to Facebook’s activities or communications 4 here.  An electioneering communication is “any broadcast, cable, or satellite communication” 5 that refers to a “clearly identified candidate for Federal office,” is publicly distributed within a 6 certain time before the election, d
	42
	regarding the audience, depending on the office.
	43 
	FactCheck.org and Lead Stories, were published on the internet, not on broadcast, cable, or 

	10 satellite, and did not occur in proximity to an election, and thus were not electioneering 11 communications. 12 A public communication is “a communication by means of any broadcast, cable, or 13 satellite communication, newspaper, magazine, outdoor advertising facility, mass mailing, or 14 telephone bank to the general public, or any other form of general public political advertising.”15 The Commission’s implementing regulation provides that public communications “shall not 16 include communications ove
	44 
	45 

	See 11 C.F.R. § 109.21(c) (content standards). 52 U.S.C. § 30104(f)(3) (definition of electioneering communication); 11 C.F.R. § 109.29 (same). 52 U.S.C. § 30101(22) (definition of public communication); 11 C.F.R. § 100.26 (same). 11 C.F.R. § 100.26. 
	42 
	43 
	44 
	45 
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	1 placed them on its own website.  As such, these posts do not appear to be public 2 3 Regardless of whether the first two prongs of the regulation are satisfied, it is clear that 4 the conduct prong is not.  Each of the conduct standards require some interaction with the 5 candidate or campaign regarding the communication, such as a request or suggestion, substantial 6   Based on the record before the Commission, there is 7 no basis to conclude that Facebook interacted with Omar or O’Rourke about the count
	communications.
	46 
	discussions, or use of a common vendor.
	47
	regarding the counterposts, and we are unaware of any information suggesting such contact.
	48 

	10 Moreover, the counterposts were made in connection with an official fact-checking program.  
	11 
	The descriptions of the program do not mention any involvement by political candidates.
	49 

	12 Separately, the available information does not satisfy the definition of coordinated 
	13 expenditure — the analysis here focuses on any payments by Facebook that were “not made for 
	14 communications.”As a threshold matter, just as it is unclear whether Facebook paid the fact
	50 
	-

	communications, it is unclear whether such articles were placed by Facebook on those other websites for a fee. As noted above, there is limited information as to whether and for what Facebook paid the fact-checkers. And even if Facebook paid the fact-checkers to review posts with potential misinformation to correct, this does not necessarily mean that Facebook paid them to write or host the specific articles.  The articles in question do not indicate that they were paid for or sponsored by Facebook. 
	46 
	To the extent that the FactCheck.org and Lead Stories articles are considered part of Facebook’s own 

	See id. § 109.21(d) (content standards); see also id. 109.21(e) (stating that an agreement or formal collaboration “is not required for a communication to be a coordinated communication”). 
	47 

	Because the Complaint does not name the candidates or their committees as respondents, and does not allege any action on their part, we did not notify them as respondents. 
	48 

	Relatedly, the materials do explain that Facebook has a policy of not fact-checking the posts of political candidates.  This decision, according to Facebook, arises out of a “fundamental belief in free expression, respect for the democratic process.”  Resp., Ex. B at 2. 
	49 

	Coordinated and Independent Expenditures, 68 Fed. Reg. at 425; see Advisory Op. 2011-14 at 4 (Utah Bankers Ass’n). 
	50 
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	1 checkers to write the articles posted on their websites, it is unclear whether Facebook paid fact2 checkers to initially review posts placed in the digital queue by Facebook’s algorithm or 3 otherwise participate in the program.  However, even assuming that the fact-checkers were paid 4 by Facebook to do something, there is nothing to suggest that Facebook made the payments “in 5 cooperation, consultation or concert with, or at the request or suggestion of” the candidates.”6 Again, there are no facts from
	-
	51 

	10 Therefore, because the counterposts at issue do not appear to have resulted in coordinated 11 communications or coordinated expenditures, we recommend that the Commission find no 12 reason to believe that Facebook violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by 13 making prohibited in-kind corporate contributions. 14 B. There is No Basis to Conclude that Facebook Failed to Report Independent 
	15 Expenditures 
	16 An “independent expenditure” is an expenditure “for a communication expressly 17 advocating the election or defeat of a clearly identified candidate” that is not coordinated with 18 The term “expressly advocating” means any 
	the candidate or the candidate’s committee.
	52 

	19 communication that:  (1) Uses phrases or words such as “vote for,” “elect,” “defeat,” etc., “which 20 in context can have no other reasonable meaning than to urge the election or defeat of one or 21 more clearly identified candidate(s)”; or (2) “When taken as a whole and with limited reference 
	52 U.S.C. § 30116(a)(7)(B)(i); 11 C.F.R. § 109.20(a). 11 C.F.R. § 100.16(a) (definition of independent expenditure); see also 52 U.S.C. § 30101(17) (same). 
	51 
	52 
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	1 to external events, such as the proximity to the election, could only be interpreted by a 2 reasonable person as containing advocacy of the election or defeat of one or more clearly 3 identified candidate(s).”Every person (other than a political committee) who makes 4 independent expenditures in an aggregate amount or value in excess of $250 during a calendar 5 6 Regarding the Omar counterpost, the linked Lead Stories article contains language 7 critical of Trump supporters and Republicans but does so in 
	53 
	year shall file a statement with the Commission.
	54 

	10 supporters and Republicans about the need to actually click and read links before sharing or 11 liking them.”  The focus of the article, however, is to dispel misinformation by explaining that 12 the original post about Omar was satirical and not true.  There is no express advocacy. 13 14 15 Likewise, the linked Lead Stories article seeks to dispel misinformation and does not contain any 16 Finally, the “Related Articles” sections 17 that Facebook appended to the original posts to alert users that they c
	55
	As to the O’Rourke counterposts, the linked FactCheck.org article is a straightforward, 
	factual rebuttal citing sources to correct the claim that O’Rourke is the person in the photo.
	56 
	words expressly advocating for O’Rourke’s candidacy.
	57 

	11 C.F.R. § 100.22(a)-(b). 
	53 

	52 U.S.C. § 30104(c)(1); see also 11 C.F.R. § 114.10(b) (independent expenditure reporting requirements for corporations and labor organizations). Schenk, LEAD STORIES, May 27, 2019.  15, 2019. Duke, LEAD STORIES, Mar. 17, 2019. 
	54 
	55 
	56 
	Fichera, FACTCHECK.ORG, Mar.
	57 
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	1 2 check”  Again, there is no express advocacy. 3 Therefore, we recommend that the Commission find no reason to believe that Facebook 4 violated 52 U.S.C. § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent 5 expenditures.   6 IV. RECOMMENDATIONS 
	simply link to the FactCheck.org and Lead Stories articles along with displaying a blue “Fact
	-

	 banner to indicate misinformation.
	58

	7 
	7 
	7 
	1. Find no reason to believe that Facebook, Inc., violated 52 U.S.C. § 30118(a) and 8 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate contributions; 9 

	10 
	10 
	2. Find no reason to believe that Facebook, Inc., violated 52 U.S.C. § 30104(c)(1) 11 and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures; 12 

	13 
	13 
	3. Approve the attached Factual and Legal Analysis. 14 

	15 
	15 
	4. Approve the appropriate letters; and 


	58 
	Resp., Ex. A at 1 (Related Articles section appended to Omar post), Ex. B. at 4 (Related Articles section appended to O’Rourke post). 
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	5. 
	Close the file. 
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	Lisa J. Stevenson 
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	5 
	Acting General Counsel 
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	Charles Kitcher 
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	Acting Associate General Counsel for Enforcement 
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	BY: 
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	Claudio J.'Pavia 
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	Acting Assistant General Counsel 
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	Elena Paoli 
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	Attorney 
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	CERTIFICATION 
	CERTIFICATION 

	I, Vicktoria J. Allen, recording secretary of the Federal Election Commission executive session, do hereby certify that on January 27, 2022, the Commission took the following actions in the above-captioned matter: 
	1. Decided by a vote of 5-1 to: 
	Approve the Factual and Legal Analysis, as recommended in the First General Counsel’s Report dated February 14, 2020, subject to the edits last circulated by Commissioner Weintraub’s Office on January 25, 2022 at 9:55 p.m. 
	Commissioners Broussard, Dickerson, Trainor, Walther, and Weintraub voted 
	affirmatively for the decision.  Commissioner Cooksey dissented. 
	2. Decided by a vote of 6-0 to: 
	a. 
	a. 
	a. 
	Find no reason to believe that Facebook, Inc., violated 52 U.S.C.  § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate contributions. 

	b. 
	b. 
	Find no reason to believe that Facebook, Inc., violated 52 U.S.C. § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures. 

	c. 
	c. 
	Approve the appropriate letters. 

	d. 
	d. 
	Close the file. 


	Commissioners Broussard, Cooksey, Dickerson, Trainor, Walther, and Weintraub voted affirmatively for the decision. 
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	February 4, 2022 
	CERTIFIED MAIL RETURN RECEIPT REQUESTED 
	CERTIFIED MAIL RETURN RECEIPT REQUESTED 

	Mr. Darin Knepper 
	Mitchell, Nebraska 69357 
	RE: MUR 7641 Facebook, Inc. 
	Dear Mr. Knepper: 
	On January 27, 2022, the Federal Election Commission reviewed the allegations in your complaint dated September 6, 2019, and found that on the basis of the information provided in your complaint, and information provided by Facebook, Inc., there is no reason to believe Facebook, Inc. violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate contributions or violated 52 U.S.C. § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures.  Accord
	Documents related to the case will be placed on the public record within 30 days. See Disclosure of Certain Documents in Enforcement and Other Matters, 81 Fed. Reg. 50,702 (Aug. 2, 2016). The Factual and Legal Analysis, which more fully explains the Commission’s findings, is enclosed. 
	The Federal Election Campaign Act of 1971, as amended, allows a complainant to seek judicial review of the Commission’s dismissal of this action. See 52 U.S.C. § 30109(a)(8).  If you have any questions, please contact Elena Paoli, the attorney assigned to this matter, at (202) 694-1548. 
	Sincerely, 
	Lisa J. Stevenson Acting General Counsel 
	BY: Ana J. Pe-Wallace 
	Acting Assistant General Counsel 
	Enclosure Factual and Legal Analysis 
	1 
	1 
	1 
	FEDERAL ELECTION COMMISSION 

	2 
	2 
	FACTUAL AND LEGAL ANALYSIS 

	3 
	3 

	4 
	4 
	RESPONDENT: Facebook, Inc. MUR 7641 

	5 
	5 

	6 
	6 

	7 
	7 
	I. INTRODUCTION 

	8 
	8 
	This matter was generated by a complaint filed with the Federal Election Commission 

	9 
	9 
	(the “Commission”) by Darin Knepper.1  The Complaint alleges that Facebook, Inc., violated the 

	10 
	10 
	Federal Election Campaign Act of 1971, as amended (the “Act”), by appending “counterposts” 

	11 
	11 
	to certain users’ Facebook posts that were critical of candidates Beto O’Rourke and Ilhan Omar 

	12 
	12 
	to correct apparent misinformation contained in those original posts.2  The Complaint argues that 

	13 
	13 
	the counterposts were prohibited in-kind corporate contributions by Facebook to the candidates 

	14 
	14 
	because Facebook “attempt[ed] to assist a political candidate in his or her campaign.”3 

	15 
	15 
	Facebook responds that the counterposts were part of an official fact-checking program and 

	16 
	16 
	followed standard, neutral procedures.4  According to Facebook, the program is non-partisan and 

	17 
	17 
	was developed for business reasons to create a better user experience.5 Facebook asserts that the 

	18 
	18 
	counterposts contained no election-related content and were not made for the purpose of 

	19 
	19 
	influencing an election.6 

	20 
	20 
	As explained below, based on the available information concerning the counterposts at 

	21 
	21 
	issue, Facebook’s conduct does not appear to constitute a contribution under the Act because 

	22 
	22 
	Facebook has credibly explained that it has a commercial, rather than electoral, motivation 

	TR
	1 See 52 U.S.C. § 30109(a)(1). 

	TR
	2 Compl. at 1 (Sept. 6, 2019). 

	TR
	3 Id. 

	TR
	4 Resp. at 2-5 (Nov. 4, 2019). 

	TR
	5 Id. at 4, 11. 

	TR
	6 Id. at 7-12. 
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	1 underlying the counterpost program. Moreover, there is no basis to reasonably conclude that 2 Facebook coordinated with the candidates.  In addition, the counterposts do not appear to satisfy 3 the meaning of independent expenditure because they do not expressly advocate for the election 4 or defeat of any candidate.  Therefore, the Commission finds no reason to believe that Facebook 5 violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate 6 contributions.  In additi
	10 Complainant alleges that “Facebook has been inserting counterposts following posts that 11 contain negative information about Democratic political candidates in [his] Facebook account 12 feeds.”  According to the Complaint, the counterposts dispute the accuracy of information 13 contained in the posts to “assist” the candidates.  The Complaint does not provide a specific 14 legal theory under which the counterposts should be found impermissible but generally argues 15 that the alleged conduct “constitute
	7
	8
	9 
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	1 The first example involves Ilhan Omar, a 2020 candidate for Minnesota’s 5th 2 Congressional District.  The original post contains a photo of Omar alongside another photo of a 3 piece of meat with a slash mark over it.The caption reads:  “Ilhan Omar Proposes Tax on Pork 4 Products, ‘So Costly Nobody Will Buy them Anymore.’”Facebook appended a “Related 5 Articles”6 The title of the article is “Fake News: 7 Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will Buy Them 8 Anymore.’”  The arti
	10 
	11 
	 section below the original post with a link to an article by LeadStories.com (with a blue 
	“FactCheck” banner appearing directly above the link).
	12 
	13
	the original post was not real and originally published by BustaTroll.org, a liberal satire 

	10 11 The second example involves Beto O’Rourke, former presidential candidate.  The 12 original post contains a purported photo of O’Rourke, naked, with large, provocative phrases 13 written on his body.Above the photo is written:  “REMIND EVERYONE OF THIS PIC 14 WHEN THIS FOOL SAYS HE IS GONNA RUN FOR PRESIDENT. THIS IS ROBERT 15 O’ROURKE (beto).”  As it did with the Omar post, Facebook appended a Related Articles 16 section directly below the original post.It appears there were two articles labeled with 
	website.
	14 
	15 
	16
	17 

	Id., Attach. 1 at 1 (undated post by Facebook user Deb Watson). Id. Id. Id. Maarten Schenk, Fake News: Ilhan Omar Did NOT Propose Tax on Pork Products ‘So Costly Nobody Will 
	10 
	11 
	12 
	13 
	14 

	Buy Them,’ LEAD STORIESproposes-tax-on-pork-products-so-costly-nobody-will-buy-them-anymore html). Compl., Attach. 2 at 1 (August 4, 2019, post by Facebook user David Mills). 
	, May 27, 2019 (https://hoax-alert.leadstories.com/3470532-fake-news-ilhan-omar
	-

	15 

	Id. Id. at 4-7. 
	16 
	17 
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	1 The 2  article is titled:  “Viral Image Does Not Show O’Rourke – .”  The 3 It 4 states that the person does not resemble O’Rourke and “reverse image searches” trace the image 5 The Lead Stories article similarly traces the photo 6 7 In its Response, Facebook asserts that the counterposts at issue “were made in response 8 to two posts by Facebook users, which third-party organizations independently opted to fact 9 check as part of Facebook’s broader and well-publicized program to combat misinformation on 
	“FactCheck” banner, one from FactCheck.org, the other from Lead Stories.
	18 
	FactCheck.org
	FactCheck.org
	article, hosted on FactCheck.org, explains that the person in the photo is not O’Rourke.
	19 
	to a June 2016 gay pride parade in Greece.
	20 
	to a gay pride parade in Greece.
	21 

	10 its platform.”  Facebook states that it has “independent business reasons for seeking to 
	22

	11 minimize misinformation on its platform” and that misinformation is “bad for our business.”
	23 

	12 Facebook further represents that the counterpost program extends to non-political posts. To the 
	13 extent that posts from the “political arena” are selected for third-party fact-checking, those posts 
	14 
	span the political spectrum and Facebook operates the program on a non-partisan basis.
	24 

	Id. (showing Lead Stories article in partial screenshot of Related Articles section); see id. at 2-3 (original Stories published articles in response to the post). 
	18 
	poster, David Mills, identifying FactCheck.org article in the comments section of his post in reaction to another user 
	complaining that Facebook had appended a counterpost); Resp. at 5 (indicating that both FactCheck.org and Lead 

	Angelo Fichera, Viral Image Does Not Show O’Rourke, Mar./). 
	19 
	, FACTCHECK.ORG
	 15, 2019 (https://www. 
	factcheck.org/2019/03/viral-image-does-not-show-orourke

	Id. of O’Rourke speaking at a high school graduation. Id. 
	20 
	According to the FactCheck.org article, O’Rourke wasn’t in Greece at the time, and it links to a video 

	Alan Duke, Fake News: Young Beto O’Rourke NOT Photographed With “Feminist Atheist Vegan Naturist Ecologist Queer Slut” Written On Body, LEAD STORIES, Mar. fake-news-70.html). 
	21 
	17, 2019 (https://hoax-alert.leadstories.com/3470267
	-


	Resp. at 2 (Nov. 11, 2019); see also id. at 4 (noting that the fact-checking program is “not limited to political subjects” and covers “a broad range of topics,” and citing examples of dispelled misinformation such as a purported cure for a stroke, a fake war victim, and a fake money-making opportunity from NASA). 
	22 

	Id. at 11. 
	23 

	Id. at 5, 11. 
	24 
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	1 Facebook also contends that the counterposts do not violate the Act because they do not satisfy 2 the definition of “coordinated communications” under the Commission’s three-part test, and 3 The Response attaches official 4 materials that describe the fact-checking program, summarized below. 5 The program relies on a predictive computer algorithm to identify posts that may contain 6 misinformation, based on a range of signals, including user comments questioning accuracy and 7 whether the post was made by
	were not made for the purpose of influencing an election.
	25 
	26 
	human fact-checkers may identify potential misinformation themselves.
	27 
	-

	10 The fact-checkers review the posts, rate their accuracy, and submit an 
	party fact-checkers.
	28 

	11 explanation to dispel false content (either by drafting an article to explain why a given post 
	12 If a post is identified as false, 
	contains misinformation or linking to a pre-existing article).
	29 

	13 Facebook appends a Related Articles section with a blue “FactCheck” banner and a link to the 
	14   In addition, the post is 
	fact-checker’s explanatory article, as illustrated by the above examples.
	30

	Id. at 2. 
	25 

	See Resp. at 3; id., Ex. A at 2(Hard Questions: How is Facebook’s Fact-Checking Program Working?, FACEBOOK NEWSROOM at 1 (Fact-Checking on Facebook: What Publishers Should Know, FACEBOOK BUSINESS: MEDIA AND PUBLISHER HELP (version from Oct. F at 2 (Expanding Fact-Checking to Photos and Videos, FACEBOOK NEWSROOM (Sept./news/2018/09/expanding-fact-checking/)). 
	26 
	(June 14, 2018) (https://about.fb.com/news/2018/06/hard-questions-fact-checking)), Ex B. 
	 24, 2019) (https://www.facebook.com/help/publisher/182222309230722)), Ex.
	 13, 2018) (https://about fb.com 

	Resp., Ex. H at 2 (The Hunt for False News, FACEBOOK NEWSROOM (Oct.news/2018/10/inside-feed-hunt-false-news-october-2018/)). 
	27 
	 19, 2018) (https://about.fb.com/ 

	Resp. at 3; see id., Ex. A at2, Ex. B at 1, Ex. H at 2. 
	28 

	Resp. at 3; id., Ex. H at 2, Ex. B at 2.  Rating options for the accuracy of a post include: false, mixture, true, false headline, not eligible, satire, opinion, prank generator, and not rated. Resp., Ex. B at 2-3. 
	29 

	Resp. at 3; id., Ex. A at 2.  At the time when the posts at issue were made, Facebook employed these procedures to label false content.  The Response, however, noted Facebook’s plans to implement an alert system whereby “content across Facebook that has been rated false by a third-party fact-checker will start to be more prominently labeled,” and that the “news labels will be shown on top of false and partly false photos and videos, and 
	30 
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	1 “demoted” by reducing its distribution and making it appear lower in other users’2 Facebook provides an option for publishers to contact fact-checkers to dispute the rating or offer 3 a 4 Facebook employs third-party fact-checkers from a variety of organizations that are 5 6 The Response describes these entities as 7 “partners” with Facebook, and it is unclear from the available materials whether Facebook pays 8 the fact-checkers to review posts that may contain misinformation or to write/host the article
	 news feeds.
	31 
	correction.
	32 
	independent from Facebook, including the Associated Press, Check Your Fact, FactCheck.org, 
	Lead Stories, PolitiFact, and Science Feedback.
	33 
	misinformation.
	34 

	10 certified by the International Fact-Checking Network, a unit of the Poynter Institute, which is a 11 The certification process evaluates 12 applicants based on a set of criteria including non-partisanship and fairness, transparency of 13 sources, transparency of funding and organization, transparency of methodology, and an open 14 
	non-profit journalism school and research organization.
	35 
	and honest corrections policy.
	36 

	will link out to the assessment from the fact-checker.”  Resp. at 3 n.9; id., Ex. E at6-7 (Helping to Protect the US Elections, FACEBOOK NEWSROOM (Oct.efforts/)).  A review of the Facebook platform confirms that Facebook has since adopted this method to identify false content. 
	 21, 2019) (https://about fb.com/news/2019/10/update-on-election-integrity
	-


	Resp., Ex. A at 2, Ex. B at 3. 
	31 

	Resp., Ex. A at 3, Ex. B at 4-6. 
	32 

	Resp. at 4. 
	33 

	Id. 
	34 

	See About – 
	35 
	Poynter, https://www.poynter.org/about/ (last accessed Feb. 13, 2020). 

	Resp. at 4; id., Ex. A at2, Ex. B at 1, Ex. D at 2 (Hard Questions: What’s Facebook’s Strategy for Stopping False News?, FACEBOOK NEWSROOM false-news/)).  In addition, Facebook requires fact-checkers to agree to the International Fact-Checking Network’s code of conduct. 
	36 
	(May 23, 2018) (https://about fb.com/news/2018/05/hard-questions
	-

	Resp. at 4; ICFN Code of Principles, https://ifcncodeofprinciples.poynter.org).  
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	1 III. LEGAL ANALYSIS 
	2 A. There is No Basis to Conclude that Facebook Made In-Kind Contributions 3 The Act and Commission regulations prohibit any corporation from making contributions 4 to a candidate’s principal  Further, no person shall make contributions to 5 any candidate, his or her authorized committee, or their agents with respect to any election for 6 7 A “[c]ontribution” is defined to include any gift of money or “anything of value” for the 8   The Commission has previously concluded that a 9 commercial vendor providi
	 campaign committee.
	37
	federal office which, in the aggregate, exceed $2,800 during the 2020 election cycle.
	38 
	purpose of influencing a federal election.
	39

	10 the purpose of influencing an election when its business activity “reflects commercial 
	11 considerations and does not reflect considerations outside the business relationship.”A 
	40 

	12 commercial vendor need not make its services available to committees representing all political 
	13 ideologies, but rather may establish objective business criteria to protect commercial viability of 
	14 
	its business without making contributions to the committees that meet those criteria.
	41 

	52 U.S.C. § 30118(a). 
	37 

	Id. § 30116(a)(1)(A); 11 C.F.R. § 110.1(b)(1). 
	38 

	52 U.S.C. § 30101(8)(A); 11 C.F.R. §§ 100.52(a), 100.111(a).  “Expenditure” is likewise defined to include “any purchase, payment, distribution, loan, advance, deposit, or gift of money or anything of value, made by any person for the purpose of influencing any election for Federal office.” 52 U.S.C. § 30101(9). 
	39 

	Advisory Op. 2012-31 (AT&T) at 4. 
	40 

	Advisory Op. 2017-06 (Stein and Gottlieb) at 6; see also Advisory Op. 2012-28 (CTIA — The Wireless Association) at 3, 8-9 (no contribution to committee where “wireless service providers may decide, due to commercial considerations, to accept proposals from some political committees and not others”); Advisory Op. 2012-26 (Cooper for Congress, et al.) at 10 (no contribution to committee where its participation was subject to “objective and commercially reasonable” criteria); Advisory Op. 2004-06 (Meetup) at 1
	41 
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	1 The Commission has long considered activity engaged in for bona fide commercial 
	2 reasons not to be “for the purpose of influencing an election,” and thus, not a contribution or 
	3 This is true even if a candidate benefitted from the 
	expenditure under section 30118(a).
	42 

	4 commercial 
	activity.
	43 

	5 Under Commission regulations, expenditures that are coordinated with a candidate, but 
	6 are neither a coordinated communication nor a party coordinated communication are in-kind 
	7   Coordinated means “means made in cooperation, consultation 
	contributions to that candidate.
	44

	8 or concert with, or at the request or suggestion of, a candidate, a candidate's authorized 
	9 committee, or a political party committee.”
	45 

	10 As explained below, the record before the Commission does not provide a reasonable 
	11 basis to conclude Facebook’s alleged actions undertaken in connection with the counterposts 
	12 were made for the purpose of influencing a federal election.  Neither the Complaint nor other 
	See, e.g., Factual & Legal Analysis at 4, MUR 6586 (World Wrestling Entertainment, Inc.) (finding that the WWE acted with the “sole intent to defend its business reputation” and not for the purpose of influencing an election when the WWE’s senior vice president sent a letter to a newspaper seeking a retraction of a negative article about Senate candidate Linda McMahon, who owned and served as CEO of the WWE); First Gen. Counsel’s Rpt. at 13, MUR 5474 (Dog Eat Dog Films, et al.) (determining that distributor
	42 

	See Cert. ¶ 5, MUR 3622 (The Clinton/Gore ‘92 Committee) (approving no reason to believe recommendation) (June 6, 1994); First Gen. Counsel’s Rpt. at 16, MUR 3622 (The Clinton/Gore ‘92 Committee) (“[T]he fact that any of these candidates . . . may have received an indirect benefit (dissemination of their political positions) as a result of the sale of these tapes does not convert commercial activity into a corporate contribution.”); Factual & Legal Analysis at 6, MUR 7024 (Van Hollen for Senate, et al.) (op
	43 

	11 C.F.R. § 109.20(b). 
	44 

	Id. § 109.20(a). 
	45 
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	1 available information indicate that Facebook’s application of its counterpost program, as alleged, 2 was motivated by something other than a commercial interest. 3 As an initial matter, Facebook’s actions appear consistent with its fact-checking program 4 and its asserted commercial purposes. Facebook asserts that misinformation “is bad for our 5 community and bad for our business,” and that it implemented counterpost procedures to 6 “minimize misinformation,” not “for the purpose of influencing any elect
	46 

	10 In addition, there is no indication that Facebook coordinated its activities with the 
	11 candidates. The Complaint does not allege that Facebook had any contact with the candidates 
	12 regarding the counterposts, and the Commission is unaware of any information suggesting such 
	13 contact.  Moreover, the counterposts were made in connection with an official fact-checking 
	14 program.  The descriptions of the program do not mention any involvement by political 
	15 
	candidates.
	47 


	16 In light of the above, the available information indicates that the actions taken by 
	17 Facebook to apply counterposts to certain posts appear to reflect commercial considerations, 
	18 rather than an effort to influence a federal election.  Moreover, there is no basis to reasonably 
	19 conclude that Facebook coordinated its activities with the candidates. The Commission therefore 
	46 
	Resp. at 10-11. 
	47 
	Relatedly, the materials do explain that Facebook has a policy of not fact-checking the posts of political candidates.  This decision, according to Facebook, arises out of a “fundamental belief in free expression, respect for the democratic process.”  Id., Ex. B at 2. 
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	1 finds no reason to believe that Facebook violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) 2 by making prohibited in-kind corporate contributions. 3 B. There is No Basis to Conclude that Facebook Failed to Report Independent 
	4 Expenditures 
	5 An “independent expenditure” is an expenditure “for a communication expressly 6 advocating the election or defeat of a clearly identified candidate” that is not coordinated with 7 The term “expressly advocating” means any 
	the candidate or the candidate’s committee.
	48 

	8 communication that:  (1) Uses phrases or words such as “vote for,” “elect,” “defeat,” etc., “which 
	9 in context can have no other reasonable meaning than to urge the election or defeat of one or 10 more clearly identified candidate(s)”; or (2) “When taken as a whole and with limited reference 11 to external events, such as the proximity to the election, could only be interpreted by a 12 reasonable person as containing advocacy of the election or defeat of one or more clearly 13 identified candidate(s).”  Every person (other than a political committee) who makes 14 independent expenditures in an aggregate
	49
	year shall file a statement with the Commission.
	50 

	11 C.F.R. § 100.16(a) (definition of independent expenditure); see also 52 U.S.C. § 30101(17) (same). 11 C.F.R. § 100.22(a)-(b). 52 U.S.C. § 30104(c)(1); see also 11 C.F.R. § 114.10(b) (independent expenditure reporting requirements 
	48 
	49 
	50 

	for corporations and labor organizations). 
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	1 liking them.”  The focus of the article, however, is to dispel misinformation by explaining that 2 the original post about Omar was satirical and not true.  There is no express advocacy. 3 4 5 Likewise, the linked Lead Stories article seeks to dispel misinformation and does not contain any 6 Finally, the “Related Articles” sections 7 that Facebook appended to the original posts to alert users that they contained misinformation 8  “Fact9 check”  Again, there is no express advocacy. 
	51
	As to the O’Rourke counterposts, the linked FactCheck.org article is a straightforward, 
	factual rebuttal citing sources to correct the claim that O’Rourke is the person in the photo.
	52 
	words expressly advocating for O’Rourke’s candidacy.
	53 
	simply link to the FactCheck.org and Lead Stories articles along with displaying a blue
	-
	 banner to indicate misinformation.
	54

	10 Therefore, the Commission finds no reason to believe that Facebook violated 52 U.S.C. 11 § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures. 
	Schenk, LEAD STORIES, May 27, 2019.  15, 2019. Duke, LEAD STORIES, Mar. 17, 2019. Resp., Ex. A at 1 (Related Articles section appended to Omar post), Ex. B. at 4 (Related Articles section 
	51 
	52 
	Fichera, FACTCHECK.ORG, Mar.
	53 
	54 

	appended to O’Rourke post). 
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	FEDERAL ELECTION COMMISSION 
	Washington, DC  20463 
	February 4, 2022 
	By electronic mail to: 
	Christopher.babbitt@wilmerhale.com 
	Christopher.babbitt@wilmerhale.com 
	Christopher.babbitt@wilmerhale.com 


	Christopher E. Babbitt, Esq. WilmerHale 1875 Pennsylvania Avenue, N.W. Washington, D.C.  20006 
	RE: MUR 7641 Facebook, Inc. Dear Mr. Babbitt: 
	On September 9, 2019, the Federal Election Commission notified your client, Facebook, Inc., of a complaint alleging violations of certain sections of the Federal Election Campaign Act of 1971, as amended.  On January 27, 2022, the Commission found, on the basis of the information in the complaint, and information provided by you, that there is no reason to believe Facebook, Inc. violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) by making prohibited in-kind corporate contributions or violated 52 U.S.C. 
	Documents related to the case will be placed on the public record within 30 days.  See Disclosure of Certain Documents in Enforcement and Other Matters, 81 Fed. Reg. 50,702 (Aug. 2, 2016).  The Factual and Legal Analysis, which explains the Commission’s findings, is enclosed for your information. 
	If you have any questions, please contact Elena Paoli, the attorney assigned to this matter, at (202) 694-1548. 
	Sincerely, 
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	I. INTRODUCTION 
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	followed standard, neutral procedures.4  According to Facebook, the program is non-partisan and 
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	was developed for business reasons to create a better user experience.5 Facebook asserts that the 
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	counterposts contained no election-related content and were not made for the purpose of 
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	influencing an election.6 
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	20 
	As explained below, based on the available information concerning the counterposts at 
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	issue, Facebook’s conduct does not appear to constitute a contribution under the Act because 
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	Facebook has credibly explained that it has a commercial, rather than electoral, motivation 
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	2 Compl. at 1 (Sept. 6, 2019). 
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	“FactCheck” banner appearing directly above the link).
	12 
	13
	the original post was not real and originally published by BustaTroll.org, a liberal satire 
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	1 The 2  article is titled:  “Viral Image Does Not Show O’Rourke – .”  The 3 It 4 states that the person does not resemble O’Rourke and “reverse image searches” trace the image 5 The Lead Stories article similarly traces the photo 6 7 In its Response, Facebook asserts that the counterposts at issue “were made in response 8 to two posts by Facebook users, which third-party organizations independently opted to fact 9 check as part of Facebook’s broader and well-publicized program to combat misinformation on 
	“FactCheck” banner, one from FactCheck.org, the other from Lead Stories.
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	article, hosted on FactCheck.org, explains that the person in the photo is not O’Rourke.
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	to a June 2016 gay pride parade in Greece.
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	to a gay pride parade in Greece.
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	10 its platform.”  Facebook states that it has “independent business reasons for seeking to 
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	11 minimize misinformation on its platform” and that misinformation is “bad for our business.”
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	13 extent that posts from the “political arena” are selected for third-party fact-checking, those posts 
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	span the political spectrum and Facebook operates the program on a non-partisan basis.
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	1 Facebook also contends that the counterposts do not violate the Act because they do not satisfy 2 the definition of “coordinated communications” under the Commission’s three-part test, and 3 The Response attaches official 4 materials that describe the fact-checking program, summarized below. 5 The program relies on a predictive computer algorithm to identify posts that may contain 6 misinformation, based on a range of signals, including user comments questioning accuracy and 7 whether the post was made by
	were not made for the purpose of influencing an election.
	25 
	26 
	human fact-checkers may identify potential misinformation themselves.
	27 
	-

	10 The fact-checkers review the posts, rate their accuracy, and submit an 
	party fact-checkers.
	28 

	11 explanation to dispel false content (either by drafting an article to explain why a given post 
	12 If a post is identified as false, 
	contains misinformation or linking to a pre-existing article).
	29 

	13 Facebook appends a Related Articles section with a blue “FactCheck” banner and a link to the 
	14   In addition, the post is 
	fact-checker’s explanatory article, as illustrated by the above examples.
	30

	Id. at 2. 
	25 

	See Resp. at 3; id., Ex. A at 2(Hard Questions: How is Facebook’s Fact-Checking Program Working?, FACEBOOK NEWSROOM at 1 (Fact-Checking on Facebook: What Publishers Should Know, FACEBOOK BUSINESS: MEDIA AND PUBLISHER HELP (version from Oct. F at 2 (Expanding Fact-Checking to Photos and Videos, FACEBOOK NEWSROOM (Sept./news/2018/09/expanding-fact-checking/)). 
	26 
	(June 14, 2018) (https://about.fb.com/news/2018/06/hard-questions-fact-checking)), Ex B. 
	 24, 2019) (https://www.facebook.com/help/publisher/182222309230722)), Ex.
	 13, 2018) (https://about fb.com 

	Resp., Ex. H at 2 (The Hunt for False News, FACEBOOK NEWSROOM (Oct.news/2018/10/inside-feed-hunt-false-news-october-2018/)). 
	27 
	 19, 2018) (https://about.fb.com/ 

	Resp. at 3; see id., Ex. A at2, Ex. B at 1, Ex. H at 2. 
	28 

	Resp. at 3; id., Ex. H at 2, Ex. B at 2.  Rating options for the accuracy of a post include: false, mixture, true, false headline, not eligible, satire, opinion, prank generator, and not rated. Resp., Ex. B at 2-3. 
	29 

	Resp. at 3; id., Ex. A at 2.  At the time when the posts at issue were made, Facebook employed these procedures to label false content.  The Response, however, noted Facebook’s plans to implement an alert system whereby “content across Facebook that has been rated false by a third-party fact-checker will start to be more prominently labeled,” and that the “news labels will be shown on top of false and partly false photos and videos, and 
	30 
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	1 “demoted” by reducing its distribution and making it appear lower in other users’2 Facebook provides an option for publishers to contact fact-checkers to dispute the rating or offer 3 a 4 Facebook employs third-party fact-checkers from a variety of organizations that are 5 6 The Response describes these entities as 7 “partners” with Facebook, and it is unclear from the available materials whether Facebook pays 8 the fact-checkers to review posts that may contain misinformation or to write/host the article
	 news feeds.
	31 
	correction.
	32 
	independent from Facebook, including the Associated Press, Check Your Fact, FactCheck.org, 
	Lead Stories, PolitiFact, and Science Feedback.
	33 
	misinformation.
	34 

	10 certified by the International Fact-Checking Network, a unit of the Poynter Institute, which is a 11 The certification process evaluates 12 applicants based on a set of criteria including non-partisanship and fairness, transparency of 13 sources, transparency of funding and organization, transparency of methodology, and an open 14 
	non-profit journalism school and research organization.
	35 
	and honest corrections policy.
	36 

	will link out to the assessment from the fact-checker.”  Resp. at 3 n.9; id., Ex. E at6-7 (Helping to Protect the US Elections, FACEBOOK NEWSROOM (Oct.efforts/)).  A review of the Facebook platform confirms that Facebook has since adopted this method to identify false content. 
	 21, 2019) (https://about fb.com/news/2019/10/update-on-election-integrity
	-


	Resp., Ex. A at 2, Ex. B at 3. 
	31 

	Resp., Ex. A at 3, Ex. B at 4-6. 
	32 

	Resp. at 4. 
	33 

	Id. 
	34 

	See About – 
	35 
	Poynter, https://www.poynter.org/about/ (last accessed Feb. 13, 2020). 

	Resp. at 4; id., Ex. A at2, Ex. B at 1, Ex. D at 2 (Hard Questions: What’s Facebook’s Strategy for Stopping False News?, FACEBOOK NEWSROOM false-news/)).  In addition, Facebook requires fact-checkers to agree to the International Fact-Checking Network’s code of conduct. 
	36 
	(May 23, 2018) (https://about fb.com/news/2018/05/hard-questions
	-

	Resp. at 4; ICFN Code of Principles, https://ifcncodeofprinciples.poynter.org).  
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	1 III. LEGAL ANALYSIS 
	2 A. There is No Basis to Conclude that Facebook Made In-Kind Contributions 3 The Act and Commission regulations prohibit any corporation from making contributions 4 to a candidate’s principal  Further, no person shall make contributions to 5 any candidate, his or her authorized committee, or their agents with respect to any election for 6 7 A “[c]ontribution” is defined to include any gift of money or “anything of value” for the 8   The Commission has previously concluded that a 9 commercial vendor providi
	 campaign committee.
	37
	federal office which, in the aggregate, exceed $2,800 during the 2020 election cycle.
	38 
	purpose of influencing a federal election.
	39

	10 the purpose of influencing an election when its business activity “reflects commercial 
	11 considerations and does not reflect considerations outside the business relationship.”A 
	40 

	12 commercial vendor need not make its services available to committees representing all political 
	13 ideologies, but rather may establish objective business criteria to protect commercial viability of 
	14 
	its business without making contributions to the committees that meet those criteria.
	41 

	52 U.S.C. § 30118(a). 
	37 

	Id. § 30116(a)(1)(A); 11 C.F.R. § 110.1(b)(1). 
	38 

	52 U.S.C. § 30101(8)(A); 11 C.F.R. §§ 100.52(a), 100.111(a).  “Expenditure” is likewise defined to include “any purchase, payment, distribution, loan, advance, deposit, or gift of money or anything of value, made by any person for the purpose of influencing any election for Federal office.” 52 U.S.C. § 30101(9). 
	39 

	Advisory Op. 2012-31 (AT&T) at 4. 
	40 

	Advisory Op. 2017-06 (Stein and Gottlieb) at 6; see also Advisory Op. 2012-28 (CTIA — The Wireless Association) at 3, 8-9 (no contribution to committee where “wireless service providers may decide, due to commercial considerations, to accept proposals from some political committees and not others”); Advisory Op. 2012-26 (Cooper for Congress, et al.) at 10 (no contribution to committee where its participation was subject to “objective and commercially reasonable” criteria); Advisory Op. 2004-06 (Meetup) at 1
	41 
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	1 The Commission has long considered activity engaged in for bona fide commercial 
	2 reasons not to be “for the purpose of influencing an election,” and thus, not a contribution or 
	3 This is true even if a candidate benefitted from the 
	expenditure under section 30118(a).
	42 

	4 commercial 
	activity.
	43 

	5 Under Commission regulations, expenditures that are coordinated with a candidate, but 
	6 are neither a coordinated communication nor a party coordinated communication are in-kind 
	7   Coordinated means “means made in cooperation, consultation 
	contributions to that candidate.
	44

	8 or concert with, or at the request or suggestion of, a candidate, a candidate's authorized 
	9 committee, or a political party committee.”
	45 

	10 As explained below, the record before the Commission does not provide a reasonable 
	11 basis to conclude Facebook’s alleged actions undertaken in connection with the counterposts 
	12 were made for the purpose of influencing a federal election.  Neither the Complaint nor other 
	See, e.g., Factual & Legal Analysis at 4, MUR 6586 (World Wrestling Entertainment, Inc.) (finding that the WWE acted with the “sole intent to defend its business reputation” and not for the purpose of influencing an election when the WWE’s senior vice president sent a letter to a newspaper seeking a retraction of a negative article about Senate candidate Linda McMahon, who owned and served as CEO of the WWE); First Gen. Counsel’s Rpt. at 13, MUR 5474 (Dog Eat Dog Films, et al.) (determining that distributor
	42 

	See Cert. ¶ 5, MUR 3622 (The Clinton/Gore ‘92 Committee) (approving no reason to believe recommendation) (June 6, 1994); First Gen. Counsel’s Rpt. at 16, MUR 3622 (The Clinton/Gore ‘92 Committee) (“[T]he fact that any of these candidates . . . may have received an indirect benefit (dissemination of their political positions) as a result of the sale of these tapes does not convert commercial activity into a corporate contribution.”); Factual & Legal Analysis at 6, MUR 7024 (Van Hollen for Senate, et al.) (op
	43 

	11 C.F.R. § 109.20(b). 
	44 

	Id. § 109.20(a). 
	45 
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	1 available information indicate that Facebook’s application of its counterpost program, as alleged, 2 was motivated by something other than a commercial interest. 3 As an initial matter, Facebook’s actions appear consistent with its fact-checking program 4 and its asserted commercial purposes. Facebook asserts that misinformation “is bad for our 5 community and bad for our business,” and that it implemented counterpost procedures to 6 “minimize misinformation,” not “for the purpose of influencing any elect
	46 

	10 In addition, there is no indication that Facebook coordinated its activities with the 
	11 candidates. The Complaint does not allege that Facebook had any contact with the candidates 
	12 regarding the counterposts, and the Commission is unaware of any information suggesting such 
	13 contact.  Moreover, the counterposts were made in connection with an official fact-checking 
	14 program.  The descriptions of the program do not mention any involvement by political 
	15 
	candidates.
	47 


	16 In light of the above, the available information indicates that the actions taken by 
	17 Facebook to apply counterposts to certain posts appear to reflect commercial considerations, 
	18 rather than an effort to influence a federal election.  Moreover, there is no basis to reasonably 
	19 conclude that Facebook coordinated its activities with the candidates. The Commission therefore 
	46 
	Resp. at 10-11. 
	47 
	Relatedly, the materials do explain that Facebook has a policy of not fact-checking the posts of political candidates.  This decision, according to Facebook, arises out of a “fundamental belief in free expression, respect for the democratic process.”  Id., Ex. B at 2. 
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	1 finds no reason to believe that Facebook violated 52 U.S.C. § 30118(a) and 11 C.F.R. § 114.2(b) 2 by making prohibited in-kind corporate contributions. 3 B. There is No Basis to Conclude that Facebook Failed to Report Independent 
	4 Expenditures 
	5 An “independent expenditure” is an expenditure “for a communication expressly 6 advocating the election or defeat of a clearly identified candidate” that is not coordinated with 7 The term “expressly advocating” means any 
	the candidate or the candidate’s committee.
	48 

	8 communication that:  (1) Uses phrases or words such as “vote for,” “elect,” “defeat,” etc., “which 
	9 in context can have no other reasonable meaning than to urge the election or defeat of one or 10 more clearly identified candidate(s)”; or (2) “When taken as a whole and with limited reference 11 to external events, such as the proximity to the election, could only be interpreted by a 12 reasonable person as containing advocacy of the election or defeat of one or more clearly 13 identified candidate(s).”  Every person (other than a political committee) who makes 14 independent expenditures in an aggregate
	49
	year shall file a statement with the Commission.
	50 

	11 C.F.R. § 100.16(a) (definition of independent expenditure); see also 52 U.S.C. § 30101(17) (same). 11 C.F.R. § 100.22(a)-(b). 52 U.S.C. § 30104(c)(1); see also 11 C.F.R. § 114.10(b) (independent expenditure reporting requirements 
	48 
	49 
	50 

	for corporations and labor organizations). 
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	1 liking them.”  The focus of the article, however, is to dispel misinformation by explaining that 2 the original post about Omar was satirical and not true.  There is no express advocacy. 3 4 5 Likewise, the linked Lead Stories article seeks to dispel misinformation and does not contain any 6 Finally, the “Related Articles” sections 7 that Facebook appended to the original posts to alert users that they contained misinformation 8  “Fact9 check”  Again, there is no express advocacy. 
	51
	As to the O’Rourke counterposts, the linked FactCheck.org article is a straightforward, 
	factual rebuttal citing sources to correct the claim that O’Rourke is the person in the photo.
	52 
	words expressly advocating for O’Rourke’s candidacy.
	53 
	simply link to the FactCheck.org and Lead Stories articles along with displaying a blue
	-
	 banner to indicate misinformation.
	54

	10 Therefore, the Commission finds no reason to believe that Facebook violated 52 U.S.C. 11 § 30104(c)(1) and 11 C.F.R. § 114.10(b)(1) by failing to report independent expenditures. 
	Schenk, LEAD STORIES, May 27, 2019.  15, 2019. Duke, LEAD STORIES, Mar. 17, 2019. Resp., Ex. A at 1 (Related Articles section appended to Omar post), Ex. B. at 4 (Related Articles section 
	51 
	52 
	Fichera, FACTCHECK.ORG, Mar.
	53 
	54 

	appended to O’Rourke post). 
	Id. 
	Id. 
	2 


	Resp. at 2-5 (Nov. 4, 2019). Id. at 4, 11. Id. at 7-12. 
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